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Abstract— Recently, there has been a dramatic increase in and its appearance at the aggregator? Note that the aggregat

the use of XML data to deliver information over the Web.

can be done either at a desktop (e.g., RSS feed readers) or at

Personal weblogs, news Web sites, and discussion forums arey central server (e.g., Personalized Yahoo/Google honegpag

now publishing RSS feeds for their subscribers to retrieve new
postings. As the popularity of personal weblogs and the RSS

While some of our developed techniques can be applied to the

feeds grow rapidly, RSS aggregation services and blog searchdesktop-based aggregation, in this paper we primarilydau
engines have appeared, which try to provide a central accessthe server-based aggregation scenario. This problem itasim

point for simpler access and discovery of new content from a to the index refresh problem for Web-search engines [7], [9]

large number of diverse RSS sources. In this paper, we study how
the RSS aggregation services should monitor the data sources to
retrieve new content quickly using minimal resources and to

[11], [13], [15], [30], [31], [40], but two important proptes
of the information in the RSS domain make this problem

provide its subscribers with fast news alerts. We believe that Unique and interesting:

the change characteristics of RSS sources and the general user
access behavior pose distinct requirements that make this task
significantly different from the traditional index refresh problem

for Web-search engines. Our studies on a collection of 10K RSS
feeds reveal some general characteristics of the RSS feedsdan
show that with proper resource allocation and scheduling the
RSS aggregator provides news alerts significantly faster than the
best existing approach.

Index Terms— Information Search and Retrieval, Online In-
formation Services, Performance evaluation, User profiles and
alert services

I. INTRODUCTION

Recently, there has been a dramatic increase in the use of

XML data to deliver information over the Web. In particular,

personal weblogs, news Web sites, and discussion forums are

now delivering up-to-date postings to their subscribeliagis

the RSS protocol [32]. To help users access new content in

o The information in the RSS domain is oftéime sensi-
tive. Most new RSS content is related to current world
events, so its value and significance deteriorates rapidly
as time passes. An effective RSS aggregator, therefore,
has to retrieve new content quickly and make it available
to its users close to real time. This requirement is in
contrast to general Web search engines where the tempo-
ral requirement is not as strict. For example, it is often
acceptable to index a new Web page within, say, a month
of its creation for the majority of Web pages.

o For general search engines, users mainly focus on the

quality of thereturned pagesnd largely ignore (or not

care about) what is not returned [22], [24]. Based on this

observation, researchers have argued and mainly focused

on improving theprecisionof the top4 result [30], and

the page-refresh policies have also been designed to

improve the freshness of the indexed pages. For RSS

this RSS domain, a number of RSS aggregation services and feeds, however, many users often have a set of their
blog search engines have appeared recently and are gaining favorite sources and are particularly interested in regadin

popularity [2], [3], [33], [38]. Using these services, a usan

the new content from these sources. Therefore, users

either (1) specify the set of RSS sources that she interested do notice (and complain) if the new content from their
in, so that the user is notified whenever new content appears favorite sources is missing from the aggregator.

at the sources (either through email or when the user logsas we will see later, the time-sensitivity of the RSS domain
in the service) or (2) conduct a keyword-based search fihdamentally changes how we should model the generation
retrieve all content containing the keyword. Clearly, m@ve of new content in this domain and makes it necessary to design
central access point makes it significantly simpler to disco g new content-monitoring policy. In the rest of this papee, w
and access new content from a large number of diverse Ragestigate the problem of how we can effectively monitod an

sources.

retrieve time sensitive new content from the RSS domain as

follows:

A. Challenges and contributions
In this paper, we investigate one of the important challsnge

in building an effective RSS aggregator: how can we minimize
the delay between the publication of new content at a source
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« In Section II, we describe a formal framework for this
problem. In particular, we proposepariodic inhomoge-
neous Poisson procets model the generation of postings
at the RSS feeds. We also propose to usaltiay metric

to evaluate the monitoring policies for RSS feeds.

« In Section Ill, we develop the optimal ways to retrieve
new content from RSS feeds through a careful analysis
of the proposed model and metric.

« In Section IV, we examine the general characteristics
of the RSS feeds based on real RSS-feed data. We
also evaluate the effectiveness of our retrieval policies



T Retrieval delay:An effective RSS aggregator has to retrieve

@5 new postings from the sources quickly and make them avail-
@ able to its users with minimal delay. We formalize this notio
= 0 m of delay as follows:
@\ 0000 = / % DEFINITION 1 Consider a data sourc that generates post-
. % ings at timeg, ..., ;. We also use; to represent the posting
itself generated at time; unless it causes confusion. The
aggregator retrieves new postings fraiat timesry, ..., 7.
Aggregator s, The delay associated with the postitigis defined as

_0oar o D(t) =1, —t;

Data Sources Subscribers whereT; is the minimum value witht; < 7;. The total delay
of the postings from sourc® is defined as
Fig. 1. Framework of an information aggregator. k k
D(0) =) _D(t;) =) (r;—t) witht; € [r;_1,73]. o
1=1 =1

using the data. Our experiments show that our policy It is also possible to use the metrics that have been widely
significantly reduces the retrieval delay compared to thesed in the general search-engine research [7], [10], 1@k
best existing policies. as freshnessand age by modeling the publication of new

Note that while our work is primarily motivated by our desir@0Stings asmodificationsof a data source. For example, the

to aggregate the content from the RSS domain, our approi@?hnessF(O;t)’ and age,A(O;t), of a data source) at
is general and independent of the particular type of the gdiqe instance can be defined as

source (e.g., whether we monitor the content from a general F(O;1) — { 0 if 3t S [75,1]
Web page or from an RSS feed) as we will see later. As k 1 otherwise

long as the content is time sensitive and it is important to t—ty, If 3t; € 15,1
redownload the content frequently (say, more than once a AG;t) = { 0 otherwise

day), the traditional homogeneous Poisson model for clsange ) ) ) )
Q@Here 7; is the most recent retrieval time ang, is the

often does not hold anymore, which makes our new approach™ ¢ allz's withi
important. minimum of all t;’s within [, ¢].

For illustration, we show an example evolution of delay,
freshness and age in Figures 2(a), (b), and (c), respectivel
Il. FRAMEWORK The data source generates five postings, at. . , t5 (marked
dashed lines). Two retrievals are scheduled by the aggre-
. o . . ator atr; and» (marked by solid lines). The vertical axes
aggrggator. We consider a d|§trlbuted information sysfean t represent the delay, freshness, and age associated wilhténe
consists of data sources a singleaggregatorand a number source. Note that after the generationtef the delay metric

OT subsc]ir!bfers Th_e dat? SO(;”CGS constqntly Vg\]/enerate N8Wcreases twice as rapidly as before, because two new gestin
pieces of information referred to as ngwstings We assume andt,, are pending at the source. In contrast, the age metric

a pull-based architecture, where the aggregator periodic Yes not take into account that two pending postings arld stil

coIkIJectgb the_ most rec_erﬂe postings fTom feach ﬁouréeA increases at the constant same rate as before. Thus, we may

subscriber, In tumn, rgtneves hew postings from the agi®y .o qjder our delay metric as an improved version of the age
Resource constraintsie assume that both the aggregatqhetric that takes into account multiple postings pending at

and the sources have limited computational and netwogk,rce, which we believe is more appropriate in the context
resources for the retrieval of new postings. For example, t§f rRss feeds.

aggregator may have a dedicated T1 line that allows theynen multiple sources generate new postings, it may be

aggregator to contact the sources up to one million times Rghre important to minimize the delay from one source than
day, or due to the limit of its networking stack, the aggregat yihers. For example, if a source has more subscribers than
may issue up to 500,000 HTTP requests per hour. In thigers it may be more beneficial to minimize the delay for

paper, we model the resource constraint by assuming that {4 source. This difference in importance is captured @ th
aggregator can contact the sources a totalfofimes in each following weighted definition:

period. (The notion of “period” will become clear when we
discuss the posting generation model.) DEFINITION 2 We assume each sour€k is associated with
weight w;. Then the total weighted delay observed by the
1n here, one data source typically corresponds to a singl Re&d, but if aggregatorD(A), is defined as

multiple RSS feeds can be downloaded through one single HBhRection

n

to a Web server, they may be grouped together and be considsmanke data

source. D(A) = g w; D(O;) o
2k is typically in the range of 10-15 i=1

In Figure 1 we show the high-level architecture of an RS
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Fig. 2. lllustration of the delay, freshness, and age metrics (a) Weekly posting rate

Delay minimization problemWe uset;; to represent thgth s500r hours posting count (Oct 3 - Oct 9)

posting generation time &; and;; to refer to the time of the 000l SUN A Mom | Tue | wed | Thu
jth retrieval fromO; by the aggregator. Given the definitions,

we can formalize the problem of delay minimization as
follows:
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PrRoBLEM 1 Given the posting generation timgs's, find the
retrieval timest;;’s that minimize the total delayD(A) =
> w; D(O;) under the constraint that the aggregator can
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A. Posting generation model ool : : : : : :

In practice, the aggregator does not know the future posting N S S S S
. . . L 0 20 40 60 80 100 120 140 160

generation times;;’s. Therefore, to solve the delay minimiza- Hours (since Oct 3 12:00 am)

tion problem, the aggregator has gaessthe future posting

times based on thpastposting pattern of each source. (b) Hourly posting rate

In the context of general Web search engines, researchers
have proposed that homogeneousoisson process with a
rate A is a good model to be used [7], [10]. Roughly, a homo-
geneous Poisson process is a stateless and time-independen
random process, where new postings always appear at a ) ) ,
constantrate ) regardless of the time [37]. A number ofdeNeous Poisson model is no longer valid [4], [17], [20]. In

studies [7], [10] show that this model is appropriate eslici Figure 3(b)_, for example, we show the total number of posting
when the time granularity is longer than one month. FGPPearing in the same RSS feeds when we count the number
example, Figure 3(a) shows the total number of postin a_grqnulanty of tv_vo hourg. Frpm the figure, it is clear that
appearing in roughly 10,000 RSS feeds that we monitor this time granulgnty, the time-independence propefny?e
(more details of this dataset is described in the experimélfMogeneous Poisson model does not hold. The posting rate

section). The horizontal axis is the time, and the vertic§P€S through wide fluctuation depending on the time of the
axis shows the number of postings appearing in each wei@y and the day of the week. The graph also shows a certain
of the monitoring period. While there are small fluctuationd€Ve! Of periodicity in the posting rates. During the dayerth
the total number of new postings in each week is reasonaffy 2 significantly higher nu.m.b.er of POS“”QS than at night.
stable at roughly 180,000 postings, which matches with t milarly, there are more aqt|V|t|es durlpg the weekdayanth
homogeneous Poisson assumption. Formally, this assmmpt%‘_weekends' Base_d on this observation, we propose to use
can be stated a%(t) = A, where the posting generation rate a&" nhomogeneouBoisson model, where the posting raie)
time ¢, A(), is constant and independent of timeBased on changes over time. Depending on whgther similar patterns of
this homogeneous model, researchers have derived theadptif!) values are repeated over time, this model can be further
re-download algorithms for Web crawlers [10], [13]. classified into one of the following:

Unfortunately, when the time granularity is much shorter 1) Periodic inhomogeneous Poisson mod&e assume that
than one month, there exists strong evidence that the homo- the same\(t) values are repeated over time with a period

Fig. 3. Posting rate at different resolution.



of T. That is, A(t) = At — nT) for n = 1,2,.... aggregator has decided to contaef twice a day, it
This model may be a good approximation when similar may either schedule the two retrieval points at uniform
rate patterns are repeated over time, such as the burst intervals (say, one at midnight and one at noon) or it
of activities during the day followed by a period of may schedule both retrievals during the day when there
inactivity at night. are likely to be more new postings.

2) Non-periodic inhomogeneous Poisson modéis is the In Section IlI-A, we start with the resource-allocation
most general model where no assumption is made abgubblem. We then study the retrieval scheduling problem in
the periodicity in the changes of(¢). That is, there Section IlI-B. As far as we know, our work is the first
exists noT that satisfies\(t) = A(¢t — nT). study to develop optimal solutions for the retrieval-sahizd)

Given the periodicity that we observe in the RSS postirgfoblem for Web sources, while similar resource-allogatio

pattern and the strict temporal requirement for the redtievoroblems have been studied before (e.g., [7], [9], [13]k#lb

of new postings from RSS feeds, we mainly use the periodi@ider a different metric. Finally in Section 1II-C, we go ove

inhomogeneous Poisson model in the rest of this paper. techniques to obtain accurate estimate of posting rates and
patterns from past history.

B. Expected retrieval delay A. Resource-allocation policy

Since :_he aggregator d(t)ej r_1tot know Ithe et>_<acttt|mes att \gh'dbur task in this section is to allocate thé retrievals among
new postings are generated, it can only estimateettpecte the data sources to minimize the total expected delay. For th

delay based on the posting generation model of a SOurce. 'gk, we use the simple homogeneous Poisson process model
general, the expected delay can be computed as follows un &Cause the resource allocation is done based oavibege

the general inhomogeneous Poisson model: posting generation ratand theweight of each sourcéoth of
LEMMA 1 For a data sourceO with the rate A(¢), the total which are adequately captured by the homogeneous Poisson
expected delay for the postings generated withjn,, 7] are model. The more complex inhomogeneous model will be used

as follows: later when we consider the retrieval-scheduling problem.
T Our main result for this resource-allocation problem is
/ A(t)(rj — t)dt. o summarized in the following theorem, which shows that the

Ti-1 optimal allocation of resources to a sour€g should be

Proof: During a small time intervadlt at timet, \(t)dt —proportional to the square root of the product of its posting
postings are generated. Since these postings are retrigvetate \; and its importancew;.

time 7;, their associat.ed delays arg — t. Therefore, t_he THEOREM1 Consider data source€); . ..,0,, where O,
total delay of the postings generated betwepn and7; iS a5 the posting rate\; and the importance weight;. The
J 1 A(t)(7y —t)dt. aggregator performs a total of/ retrievals per each period

Tj—

For the simpler homogeneous Poisson model, the aboye
formula is simplified to the following formula. Under this scenario, the weighted total delay of postings,

COROLLARY 1 When the posting rate remains constanthat D(4) = 32, w;D(0;), becomes minimum when the source
within the time periodr,_1, 7;], the total expected delay for O: is contacted at a frequency proportional tgw; ;. That

postings generated within this period is is, m;, the optimal number of retrievals per each period for
N 5 O;, is given by
(75 _Qijl) ’ 5 m; = kv wik; 1)

The expected delays computed above will be used in the nMerek is a constant that safisfies,;_, kvwidi = M. o

section when we investigate optimal retrieval policy usgd b Proof: We consider the data souré® that is retrieved
the aggregator. m; times per day. Under the homogeneous Poisson model, we
can show thatD(O;), the total delay of postings fron;,
I1l. RETRIEVAL POLICY is minimum when the retrievals are scheduled at the uniform
interval® In this case,D(0;) = AQTZQ and the total weighted
(A), is

We now study how the aggregator should scheduleMhe
retrieval pointsr;;’s to minimize the total expected delay. Wel€lay, D
approach this scheduling problem in two steps:

« Resource allocationGiven n data sources and a total
of M retrievals per period’, the aggregator first decides
how many timeg will contact individual source);. This
decision should be made based on how frequently ndifthod-

n

2m;
i=1 v

D(A) can be minimized by using the Lagrange multiplier

postings appear in each source and how important each 0D(A) _ AwiT? o
source is. om; 2m?2

« Retrieval schedulingAfter the aggregator decides how ,_ , . _
This proof follows from a special case of the Cauchy’s inditpatating

many tim(_as it _Wi” .ContaClOi per T’ it decides e).(aCtly that sum of squares are always less then square of sums andyebakls
at what timesit will contact O;. For example, if the when all numbers are equal.



If we rearrange the above equation, we get

[ 0.81 1
As we can see from the solution, the optimal resource

allocation can be computed simply by multiplying the pogtin %’ 0.6F ]
rate of each source with, which can be computed from;’s <)
and \;’'s. Therefore, the complexity of computing the optimal £
resource-allocation policy is linear with the number ofadat  $ 04 |
sources.

0.2r 7

B. Retrieval-scheduling policy

We have just discussed how to allocate resources to dat: op il
sources based on their weights and average posting rate: 0 o5 1 s 5
Assuming that postings are retrievedtimes from the source
O, we now discuss exactly at what times we should schedule
the m retrievals. Clearly, this decision should be based on _ _ , o B
what time of the day the source is expected to genenﬂg. 4. A data source going through periods of high activitg ow activity
the largest number of postings, so we now use the periodic
inhomogeneous Poisson model to capture the daily fluctuatio
in the posting generation rate.

To make our discussion easy to follow, we start with
simple case when only one retrieval is allocated per peri@kampLE 1 Figure 4 shows a data source that goes through
in Section 111-B.1. We then extend our analysis to a morg period of high activity \(t) = 1, duringt € [0,1] and a
general case in Section I1I-B.2. period of low activity, \(t) = 0, during¢ € [1,2]. The same

1) Single retrieval per period:Consider a data sourcepattern is repeated after= 2. Its postings are retrieved once
O at the periodic posting rate\(t) = A(t — nT). The in each period.
postings fromO are retrieved only once in each peridd  According to our theorem, the retrieval should be scheduled
The following theorem shows that the best retrieval time & ¢t — 1 when theA(t) changes froml to 0 and takes the
when the instantaneous posting rate) equals the average average value(¢) = 0.5. This result matches our intuition that
posting rate over the peridfl. the retrieval should be scheduled right after a period oh hig

THEOREM2 A single retrieval is scheduled at time for a activity. The expected total delay in this case%lsCompared
data source with the posting ratgt) of periodT". Then, when © the worst case when the retrieval is scheduled right befor

the total delay from the sourcB(O) is minimized; satisfies & Period of high activity (i.e.; = 0) we get a factor of 3
the following condition: improvement. Compared to the average case, we get a factor
of 2 improvement. o

time (t)

We illustrate the implication of the theorem using a simple
gxample.

e d\(T
Ar) = T/o A(t)dt (and d(T ) < 0) - @ o 2) Multiple retrievals per period:Now, we generalize the

i . ] scenario and consider the case when multiple retrievals are
Proof: Without loss of generality, we consider only thescpeduled within one period.

postings generated within a single interj@l7]. We use the
notation D(7) to represent the delay when the retrieval i$HEOREM3 We schedulen retrievals at timery, ..., 7, for
scheduled atr. The postings generated betwefinr] are @ data source with the posting rate(t) and periodicity7".
retrieved atr, so their delay istT A(t)(T —t)dt. The postings When_ the total delay is minimized, thes satisfy the following
generated betweejr, T are retrieved in the next interval atéquation:
time T'+ 7, so their delay iszT A(t)(T + 7 —t)dt. Therefore,

r T )\(Tj)(Tj+1 — Tj) = / )\(t)dt, (3)
D(r) = M) (T —t)dt + / AT + 7 —t)dt I
0 r oo where7,,,.1 = T + 71 (the first retrieval point in the next
- T/ )\(t)dt+/ A(t) (7 — t)dt. interval) andp = 7,,, — T (the last retrieval point in the
B 0 previous interval). o

D(r) is minimum when Proof: Without loss of generality, we consider the

dD(r) T expected total delay in postings generated betweemnd
— = T A7)+ [ Alt)dt =0 T+ 7
0

2 . m Ti
and L2 — _7 1) - o After rearranging the expres- D) = Z/ o At (i1 — t)dt
i=1"YTi

sions, we get Equation 2. ]



3.5 exhaustively searching all possible combination of two
. initial points isO(k?).
[3 A®adt 1 2) lterative refinement Initially, we place all retrieval
it points at uniform intervals. We then iteratively adjust

1 the retrieval points by comparing the areas below the
graph. For example, if the dark area in Figure 5 is larger
than the light area, we move; slightly to the left to
compensate for it. We repeat the adjustment until the
retrieval points converge or subsequent adjustments are
below a certain threshoftl.

In our experiments, we find that both methods lead to rea-

sonable performance in finding the optimal retrieval points

when a time granularity of 5 minutes is used for exhaustive

search with pruning. For the experiments described aftelsya

Tj_l ]. Tj+1 we compute the optimal retrieval schedule by the exhaustive
time — t search with pruning method.

A

Fig. 5. The optimal schedule for 6 retrievals per period faadaurce with . Learning posting rates and patterns
posting rate\(t) = 2 + 2sin(27t).

In order to implement the resource allocation and retrieval
scheduling policies, the aggregator has to learn the agerag

m Tit1 T411 . .
. Z Tz'+1/ Ab)dt _/ Attt postlng rate and the posting pattem_t) of eac_h source.
- - Assuming that they do not change rapidly over time, we may

=1 @ 1

m _— T estimate them by observing the source for a period of time
= Z <Ti+1/ A(t)dt) _/ A(t)tdt. and use the estimation in determining the optimal monitprin
i—1 Ti 0 policies.

Measuring the posting rate can be done simply by counting
the total number of postings generated within a particular
oD - learning period and dividing it by the length of the period.

— = A()dt + i A(15) — Tj+1A(15) = 0. Learning the continuous posting pattex(t) is more difficult,
I Ti-1 because we are observing discrete events of posting genera-
By rearranging the above expression, we get Equationss. tion. Therefore, we first count the number of hourly postiags

We illustrate the graphical meaning of the theorem using &Y€Y source and build a daily histogram of hourly postir@s f
example. the sources. We then overlap the daily histograms:fareek

data for each source and obtain a graph similar to Figure 11.
EXAMPLE 2 Figure 5 shows a data source with the postinghis discrete posting histogram is then approximated by a
rate A(t) = 2 + 2sin(2nt). Postings are retrieved from thecontinuous function of\(t) through interpolation by using,
source6 times in one period. We assume that we have decidggdy, ai’" degree polynomial function.
up to thej*" retrieval point, and need to determine the-1)"" Note that there exists a clear tradeoff in deciding how long
point. Note that the right-hand side of Equation 3 corresisonye choose to monitor a source to estimafe); if the length
to the dark-shaded area in Figure 5. The left-hand side of tetoo short, the estimateli(¢) may be inaccurate due to the
equation corresponds to the light-shaded area of Figur&éé. Trandomness in the posting generation. However, if it is too
theorem states that the total delay is minimized when is  |ong and if the posting pattern itself changes over time, the
selected such that the two areas are the same. estimated\(¢) will become obsolete by the time we obtain

The above theorem states the necessary conditions of fhnaking the monitoring policy based on the estimated)
optimal solution. Based on this result, we may use one Bpﬁectlve). Later in the experiment section, we evaluhte

the following two methods in computing the optimal schedul@Pact of the length of estimation on the effectiveness of
once we know the\(t) of a source. the policies and empirically determine the optimal estiorat

eriod.
1) Exhaustive search with pruningOnce the first two P

retrieval points are determined, the remaining retrieval
points are derived automatically from Equation 3. There- IV. EXPERIMENTS

fore, all possible plans are evaluated by exhaustively try- |, this section, we show some statistics of the collected RSS

ing all choices for the first two retrieval points (assumingeeds data and the result from the performance evaluation of
a certain level of discretization in the time). We can theg,,. ratrieval policies.

choose the plan with the minimum delay from only the
combmauon; of _a” f'rSt two re_t”e_val points. ASSuming 4yire precise formulations on how much we need to shift the enfi
that the the time is discretized inkaintervals, the cost of points are given in the extended version of this paper [36].

Then D(O) is minimum when% for every7;:
J



Count | Domain

A. Description of dataset

. ) 1133 | scotsman.com

RSS feeds are essentially XML documents published by 209 WwWw.rss-job-feeds.org
Web sites, news agents, or bloggers to ease syndicatioeiof th 154 Newsroom.cisco.com
Web site’s contents to subscribers. Figure 6 shows a typical 138 | www.employmentspot.com

; ; ; i th 118 blogs.msdn.com
RSS feed. It contains different postings in tfieem) tag and :
ies in thédescription) tag. Each posting is associated 109 radio.weblogs.com

summaries in P g. posting 88 feedster.com
with a timestamp(dc:date), stating when it was generated. 83 www.computerworld.com
The postings are arranged in the reverse chronologicak orde 79 www.sportnetwork.net
where new postings are prepended in the front and old pasting 67 abclocal.go.com

are pushed downwards and removed. For the majority of
current implementations, an RSS feed contains the mosttrece
10 or 15 postings. New postings are added to the feed at any
time without notifying their subscribers; thus, the subizers
have to poll the RSS feeds regularly and check for updates 3
The set of data used comes from a list of 12K RSS feeds
listed in http://www.syndic8.com that include time of
posting within the RSS. They were downloaded 4 times a
day between September 2004 and December 2004. Out of th
12K feeds, 9,634 (about 80%) feeds have at least one postini
within this monitoring period. We focus on this subset of31,6
RSS feeds in the following experiments. The range of the
topics covered by this set of RSS feeds is quite diverse anc
the feeds are originating from about five thousand domains.
Table |1 shows some of the frequent domains where these RS!
feeds originate from.

TABLE |
TorP 10 DOMAINS HOSTING THERSSFEEDS IN THE DATASET

=
o
N
T

10"t

Number of RSS feeds

- <rdf:RDF>
<channel rdf:about="http://slashdot.org/" /> 10°
- <image rdf:about="http://images.slashdot. org/topics/topicslashdot. gif" > 10 10t 10° 10° 10 10
<title>Slashdot</title> Number of postings
- <url>
http://images. slashdot. org/topics/topicslashdot. gif
</url>
<link>http://slashdot.org/</link>
</image>
- <item rdf:about="http://slashdot.org/article.pl?sid=05/06/21/2238256& from=rss" >
<title>L egal Music Downloads At 35%, Soon To Pass Piracy</title>
- <link>
http://slashdot.org/article. pl?sid=05/06/21/2238256& from=rss
<Nlink>
- <description>
bonch writes "E ntertainment Media R esearch released a study stating that 35% of
strategic milestone with the population of legal downloaders close to exceeding tha
</description>

Fig. 7. Distribution of posting rate of 9,634 RSS feeds

B. Effectiveness of our policy

In this section, we evaluate the potential improvement of
our proposed policy by comparing it against the best pdicie
in the literature. In particular, we compare ttegal weighted
delayD(A) (Definition 2 in Section Il) achieved by our policy

<dc: creator>timothy</dc: creator>
<dc:date>2005-06-22T 02:00:00+00:00</dc: date>
<dc:subject>music</dc: subject>
<slash: department>cars-surpass-buggies</slash: department>
<slash: section>mainpage</slash: section>
<slash: hitparade>39,39,27,17,1,0,0</slash: hitparade>
<slash: comments>39</slash: comments>

</item>

Fig. 6. A sample RSS feed

against that of the age-based optimal crawling policy in®[9]
Since both policies have to know the average posting rate
of each source, we first learn the rates from the first two-
week data and simulate the policies on the remaining 11-week
data using the learned posting ratesle assign equal weights

to all sources because we want to evaluate the improvement
from our accurate modeling of the posting generation at the

sources, which is the main focus of this paper. For our pplicy
we employ both resource-allocation and retrieval-schiagul

In Figure 7 we show the distribution of posting rates amoruplicies.
the 9,634 RSS feeds, with the x-axis being the number ofThe results from these experiments are shown in Figure 8.
postings generated within three months and the y-axis beifige horizontal axis represents the resource constraint for
the number of feeds at the given rate. Both axes are showrairgiven experiment. More precisely, it shows theerage
log scale. Within the 3 months, 3,116 feeds have generated oetrieval interval per source (i.e., 11 weeks divided By/n,
or more postings per day on average. The distribution rqughl
follows a straight line in the log-log scale plot, which segts
that it follows a power-law distributiop.

SReference [9] describes two policies, one for the freshmassic and
the other for the age metric. Since the result from the ageebamlicy
outperforms the freshness-based policy by several ordersaghitude, we
only show the age-based policy in our comparison.

"The choice of the two-week estimation window is explainedrlan
Section IV-C.

5A curve fit of the data indicates the best matching power-lawets
y = ax®, with a ~ 376 andb ~ —0.78.



where M is the total number of retrievals and is the Again, we use the first 2-week data to learn the posting
number of sources). Note that even when the average rdtriensies and the posting patterns, and use the remaining 11
interval is the same, the actual retrieval points for eaclhra® weeks to simulate the retrieval policies and to compute the
are different under the two policies due to their differerdverage delay. Every source is assigned an equal weight in
optimization approach. this experiment.

The vertical axis represents the retrieval delay of posting
under each policy at the given resource constraint. More

Average retrieval interval ~ 6hr  8hr  12hr  24hr

formally, it shows theaverage delaywhich is the total delay ggg?éym scheduling 128 %i? i’é 2‘1‘2
D(A) divided by the total number of postings generated by Resource allocation 109 145 217 433
all sources. We believe that reporting the average delayemak Combined 101 133 197 395
the numbers easier to interpret. TABLE I
PERFORMANCE OF4 RETRIEVAL POLICIES UNDER DIFFERENT RESOURCE
10 ‘ ‘ ‘ = CONSTRAINTS
-©-CGMO03
=X -0urs

Table Il shows the average delays (reported in minutes) for
the four policies under different resource constraintsniflone
- 1 retrieval per every 6 hours per source, up to one retrieval pe
every 24 hours per source). For example, the number 180 in the
second column of the second row means that the average delay
is 180 minutes under the uniform policy when the average
retrieval interval per source is 6 hours.

From the table, we first note that the average delay under
the uniform policy is close to the half of the average retilev

Average delay (hours)

0 ‘ ‘ ‘ interval. For example, when the average retrieval inteival
> 10 15 20 25 6 hours, the average delay under the uniform policy is 180
Average retrieval interval (hours) . . .
minutes (or 3 hours). This result is expected because when
Fig. 8. Comparison with CGMO3 policy the postings are retrieved every 6 hours from a source, the

maximum delay will be 6 hours and the minimum delay will
) . be 0 hour, with the average being 3 hours.

From the figure, we can see that our policy clearly outper- to requits also show that both resource-allocation and
forms CGMO3; in general, CGMO3 gives 35% longer delay.ijeyal.scheduling policies are effective in reducihe av-
than our policy. Also note that the average dglay is _S'gn'fé'rage delay. For example, when we retrieve new postings
cantly shorter than half of the average retrieval interwddich .o every 24 hours on average (the last column), retrieval

is the expected delay when no optimization is performed. FOLyoqjing and resource allocation decreases the delagoby 2

example, When. the average retrieval interval is 1_0 houses, tQ_nd by 32%, respectively, from the uniform policy. Combined
average delay is less than 3 hours under our policy,

whichySether, we observe a 40% reduction in the average delay
more than 2 hours shorter than 5-hour expected delay with &9mpared to the uniform policy.
optimization. o , , , While both resource-allocation and the retrieval-scheduli
Contnbutl.on of individual policy: To investigate further policies are effective in reducing the average delay, we not
how much improvement we get from each of our two opti4¢ the improvements are obtained through different mech-
mizations (i.e., the resource-allocation policy in Settld-  5nisms. Under the resource allocation policy, resources ar
A and the retrieval-scheduling policy Section IIl-B), Wewi0 (41en away from the sources of low posting rates (or of low
compare the average delay of the following four policies: jynortance) and are allocated to the sources of high posting
1) Uniform schedulingWe do not employ either our resource-qates (or of high importance). Thus, while we decrease the

allocation or the retrieval-scheduling policies. That is, al del d uo inath . del f
sources are retrieved the same number of times and fR4Sragedelay, we end upncreasingthe maximumaeiay o

retrieval points are scheduled at uniform intervals. This cdpostings (for the sources of low posting rates). In contrast
be considered as the baseline. the retrieval scheduling policy improves the delay simpyy b

2) Retrieval scheduling onlyWe employ our retrieval-scheduling selecting the best retrieval time for a source without ceall

policy only. That is, all sources are retrieved the same numbehiing resources among the sources, so the maximum delay
of times, but the retrieval points are optimized based on their ’

posting patterns. do not vary much among the sources under this_ policy. For
3) Resource allocation oniyjWe employ our resource-allocation€xample, under the resource constraint of one retrievadi@er

policy only. That is, we retrieve postings different numbers gber source, the maximum delay of a posting was 1440 minutes

times from the sources depending on their posting rates, gk the retrieval-scheduling only policy, while the maximu

the retrieval points are scheduled at uniform intervals for eaﬁblay was 9120 minutes for the resource-allocation policy.

Souree. iven thi It d employing only the retfi
4) Combined Both of our policies are employed. The source arg"ven IS result, we recommend employing only the retileva

retrieved different numbers of times and the retrieval poin§&Cheduling policy when a tight bound on the maximum delay
are further optimized based on their posting patterns. is important.



C. Learning the posting rates and patterns o Group B (lightest) the top 50%-90% dots closest to the

. } - - diagonal, and
_ In Section 1I-C, we discussed thgt we use the pa_lst posting_ Group C (medium light)the rest
history of an RSS source to learn its average posting Xate h h that t of the dot | ‘
and its posting patterk(t). We also discussed that if the Iengtt{{ﬂ I'e graE ,.we canthsee 9 0";‘/ mfotsh 0 d te 0 St'arrﬁl veTy (i OSZ 0
of the estimation period (which we refer to as t&timation € linéy = x; more than o Of the dots are ugntly clustere

window for \; and A(t) is too short, the estimate may bein a narrow band aroungl = x. This result indicates thgt t.he
unreliable, while if the window is too long, the estimate ma osting rates of most sources are stable, at least within the
be obsolete. In this section, we try to experimentally idgnt SS sources that we monitored in our experiments.
the optimal window length for our RSS sources.
Learning the posting ratesWe first study the optimal = Group A(0%-50%) .
window length for learning the average posting ratefor o 45)] Group B(50%-90%) ST
. . . N ) Group C(90%) .
sourceO;. To investigate this, at the beginning of each day, « 40! |
we use the past-day history data to estimate the posting rate
of each source and decide the optimal number of retrievals pe ;,;35’ . i
day for each source. We repeat this process over the entire S(T\I' 30 o ]
month data and measure the average delay at the end of th% 25l

50

Dec

3-month period. o
20+ L 4
c
o a"
Q
300 g 15 i
280 ~ A 210 i ,
260 1 3 /
o 54 -
@ 240 1 ‘
8 0 J N L L L L
2220 E 0 10 20 30 40 50
E Posting rate on week 1-2 (Oct 3-16)
> 200 B
K
S 180 1 . . . i
o Fig. 10. Correlation between posting rate measured at diffetime
& 160 1
(]

Learning posting pattern\We now study the optimal win-
dow size for learning the posting pattex(¢). For this task, as

Z 140
120

100 s&—o—6—6o—e—6——9 we described before, we count the number of hourly postings
at every source and build a daily histogram of hourly posting
8 10 20 30 40 50 We then overlap the daily histograms for theveek data for
Size of estimation window (days) each source and obtain a graph similar to Figure 11, which we

use as the\(¢) graph of the source. Differetvalues are used

to obtain this cumulative count graph. Our retrieval schiedu

_ ) ) policy is then applied and the average delay is measured for
Figure 9 shows the average delay of postings for differeghchz value setting. The result of this experiment is shown

k values? The graph shows that average delay decreasgsrigure 12 with x-axis showing thé value used to obtain

as the estimation window gets longer, which indicates mofe )() graph and the vertical axis showing the average delay

accurate estimation of the posting rates. However, them®is gt the givenk value. The graph shows that the sizekofloes

more improvement beyonkl =14, which suggests that 14-daynot affect the final delay too much, which indicates that the

worth of data is adequate to smooth out fluctuations and g@{cyracy of the posting pattern estimation is not affectethe

reasonable estimates. estimation window size much. Given this result and the tesul

In addition, the fact that the delay does not increase a% the posting rate estimation, we conjecture that past 14
ay

k = 14 suggests that the posting rate of a source is stable . . 0 . ;
does not change significantly over time. To further investg history data is a good choice in learning both the posting

the change in the posting rate, we plot the following graphate and the pattern of each source.

We calculate the posting rate of each source using the first

14-day trace and use it as the x-coordinate. We then caéculat : .

the posting rate again based on the last 14-day trace and ﬁsé3 otential saving by push-based approaches

it as the y-coordinate. Based on the two coordinates, we drawDther than the pull-based approach that we have mainly

a x-y scatter plot in Figure 10. In this graph, if the postin ; 0 thi )
rates are stable, all dots should be aligned along the dﬂgog]wvestlgated in this paper, there can be a push-based ajpproa

line y — z. We use different colors for the dots depending offNere the data sources notify the aggregator whenever a new

Fig. 9. The effect of estimation window width

their proximity to the diagonal line. posting appears. Under this approach, the aggregator geron
« Group A (darkest)the top 50% dots that are the closest to thé€eds to poll the sources regularly or maintain the posting-
diagonal, pattern profile of each source. Furthermore, since only new

s _ _ _ _ _ postings can be pushed to the aggregator, no resource will
The graph is obtained when postings are retrieved 4 times @gmdr

feed on average. The results were similar when we use diffenembers of be WaSteF’ retrieving previously downloaded postings. In Ou_
retrievals per day. dataset, it shows that, on average, each RSS feed contains
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5 ,X10 number of retrievals per day.

AE | These estimates show that a push-based approach is clearly
7& beneficial to the aggregator in both saving bandwidth and
18f xR ] the number of retrievals. However, it remains to be seen
w» 16 ﬁ 7! y % . how widely a push-based approach will be deployed on the
.§14, X} i Internet, given the dominant adoption of the existing pull-
élz@- % ) Z \) | based protocols, and a number of potential problems that a
5 T pS & push-based approach entails (such as the problem of spgmmin
3 1 ] by certain RSS feeds that generate bogus spam postings in
E 08 order to be shown more prominently at the aggregator and the
Z o060 problem of the additional cost at the sources for maintainin
o0.al the list of subscribed aggregators and their preferences).
0.2
ol ‘ ‘ ‘ ‘ V. RELATED WORK
0 5 10 15 20

Hour References [7], [9], [10], [11], [13], [14], [15], [17], [31
investigate the problem of maintaining a fresh copy of Web
pages for search engines. While the general problem is sjmila

Fig. 11. Aggregated posting pattern of 5,566 RSS feeds AL .
the exact model and overall goals are significantly differen

400 from ours. For example, references [7], [9], [10], [13], I31
assume the homogeneous Poisson model to describe Web-
350 ] page changes (which does not consider the fluctuations in the
2001 Kormme e B Xomimimimim oo | change rate as discussed in Section 1I-A). References§p], [
2 investigate the problem of minimizing the time to download
2 o50l ] one shapshoof the Web by efficiently distributing the down-
§ loading task to multiple distributed processes.
‘;; 2007 ' ) In more recent work [30], [40], researchers have proposed
S 1501 | new crawling strategies to improve the user satisfactian fo
5 Web search engines by using more sophisticated goal metrics
< 100t 1 that incorporate the query load and the user click-through
data. Since this body of work mainly focuses on getting
50r ) improvement by exploiting theiser behaviorin the context
0 ‘ ‘ ‘ ‘ ‘ ‘ ‘ of Web search, it still assumes a relatively simple model to
0.5 1 15 2 25 3 35 4 45 predict the changes of Web pages. For example, referente [30

Léngth of past hiétory used (weeks) .
assumes that Web pages always change in the same manner

after every refresh. We believe that a more sophisticated
Fig. 12.  Effect of different learning period of posting featts change model such as our periodic inhomogeneous Poisson
process can further improve the result of these studiessand i
complementary to this body of work.
In the context of relational database, reference [17] has
udied the use of periodic inhomogeneous Poisson process
f¥ferred to as Recurrent Piecewise-Constant Poissoregsoc

under _the pgll-based app_roach_, a_b6u1/12_ = 64% of the in the reference) to model record updates in a database. Due
bandwidth will be wasted in retrieving previously downlead : . .
to, the difference in the general goal and user requirements,

postings, which will be saved when a push-based approach . . ' .

is emploved. Furthermore. if implemented correctly. a usehowever, its overall problem formulation and final solugon
ployed. " pem -UY, @ PUSH significantly different from ours.

based approach can potentially eliminate any noticeabléeyde

. S o Researchers [14], [29] have also studied a source-
of new postings at the aggregator, which is very difficult tg . .
. : cooperative approach where data sources actigakh new
achieve under the pull-based approach. For example, given

experimental results, if we want to achieve the averageydsla changes to the aggregator. While these push-based appsoache

less than an hour. the aqaredator needs to contact the soupc?ve significant benefits, it remains to be seen whether they
! 9greg il be widely adopted for the general Web.

at the average rate of once every three hours under the pm There have been recent efforts to make Web crawling more
based approach, which corresponds to 8 retrievals per day. h . . . .
efficient by improving the underlying protocol. For example

comparison, a push-based_approach will deliver a new Fg)Stl&oogle sitemap protocol [19] allows a site administrator to
to the aggregator only 4.3 times per day on average given théi

. ; i 0 - . publish the list of pages available at her site at a predefined
posting generation rate, which is roughly 50% reductiorhin t location together with the last modification dates of thegsag

9The majority of implementation is to return either the 10 or 1feda While this neW_ protocol helps a C'.’a.W|er d!sc?over new Web
postings. pages and their changes more efficiently, it is still based on

the 12 most recent postings on averfddowever, each feed
only generates 4.3 new postings per day on average; theref ¢
if the aggregator retrieves from the data sources once a
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the pull architecture, where a Web crawler is still responsibimeasuring its saving in bandwidth and the number of retiseva

for periodically contacting the sites and downloading dem per day.

Therefore, even if this protocol are widely deployed, our The ability to provide timely information to Web users is

monitoring policy will be still helpful in reducing the reéwval of high commercial value to a Web service provider in both

delay of new postings. attracting user traffic and mining user behavior. We believe
Researchers have studied publisher-subscriber systdms tHat existing RSS aggregators and blog search engines will

[6], [16], [25], [34], [41] and proposed strategies for thdenefit from the proposed monitoring policy to provide up-to

efficient dissemination of information in these systemsisThdate information to users.

body of work mainly focuses on the efficient filtering of the

overwhelming incoming data stream against a large pool of ACKNOWLEDGEMENT

existing subscriber profiles, and the efficient data dejiver : . .
method in the Internet scale; different from this body of kyor This work is partially supported by NSF (CNS-0626702,
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