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With the recent advances of distributed computing, the limitation of information retrieval from a
centralized image collection can be removed by allowing distributed image data sources to interact
with each other for data storage sharing and information retrieval. In this article, we present
our design and implementation of DISCOVIR: DIStributed COntent-based Visual Information
Retrieval system using the Peer-to-Peer (P2P) Network. We describe the system architecture and
detail the interactions among various system modules. Specifically, we propose a Firework Query
Model for distributed information retrieval, which aims to reduce the network traffic of query
passing in the network. We carry out experiments to show the distributed image retrieval system
and the Firework information retrieval algorithm. The results show that the algorithm reduces
network traffic while increases searching performance.

Categories and Subject Descriptors: H.3.4 [Information Storage and Retrieval]: Systems and
Software—Distributed systems

General Terms: Design, Performance

Additional Key Words and Phrases: Peer-to-peer (P2P) network, information retrieval, peer clus-
tering, intelligent query routing, content-based image retrieval (CBIR)

1. INTRODUCTION

In recent years, Peer-to-Peer (P2P) applications such as Gnutella [Gnutella],
Napster [Napster], and Freenet [Freenet] have demonstrated the significance of
distributed information sharing systems. These applications accomplish tasks
that are difficult for the traditional centralized computing models to achieve.
For example, by distributing data storage over networked computers, one can
have virtual data storage that is possibly many magnitudes greater than what
can be stored in a local computer. In addition, one may also envision data secu-
rity by distributing pieces of an encrypted file over many computers. By doing
so, one imposes a difficult barrier for an intruder to overcome because one
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needs to break into several computers before getting the file [Kubiatowicz and
Anderson 2002]. Likewise, one may also distribute the computation among dif-
ferent computers to achieve a high performance throughput [SETI]. Although
all the above can be achieved through a centralized coordinator in the existing
network, Peer-to-Peer (P2P) Network offers a completely decentralized and dis-
tributed paradigm on top of the physical network, which avoids the coordinator
bottleneck problem.

Currently, most content-based image retrieval (CBIR) systems are based on
the centralized computing model. Some are stand-alone applications while oth-
ers are web-based systems. We foresee the advantages of using the P2P network
for CBIR in several ways. First, with an increased number of users joining the
P2P network, the image collection will grow drastically due to individual contri-
butions. This gives diversity and variety. Second, it overcomes the scalability
problem of image retrieval by using a decentralized retrieval algorithm. Al-
though this idea sounds interesting, many difficulties remain unresolved. For
example, there is no centralized storage of feature vector index of the images.
Hence, there must be some standardized feature extraction methods agreed
upon among the peers before applying CBIR to P2P networks.

In this article, we present the design and implementation of building
the DISCOVIR (DIStributed COntent-based Visual Information Retrieval)
[MIPLAB] system on the P2P network for users to share and retrieve images. In
particular, we tackle the scalability problem using the proposed Firework Query
Model by routing query messages selectively to reduce the network traffic.

In the following, we first review current issues in CBIR and P2P in Section 2.
We then present the architecture of DISCOVIR in Sections 3.1 and 3.2 and
the detail algorithm of the Firework Query Model of our proposed system
in Sections 3.3 and 3.4. We report and analyze our experimental results in
Section 4 and give our final remarks and conclusion in Section 5.

2. BACKGROUND

Since the mid 1990s, many CBIR systems have been proposed and developed,
including QBIC [Faloutsos et al. 1994], WebSEEK [Smith and Chang 1997],
WBIIS [Wang et al. 1998], SIMPLIcity [Wang et al. 2001], MARS [Mehrotra
et al. 1997], NeTra [Ma and Manjunath 1997], Photobook [Pentland et al. 1994],
AMORE [Mukherjea et al. 1999], Virage [Gupta and Jain 1997], and other sys-
tems for domain-specific applications [Lau and King 1998; King and Jin 2001].
The images are preprocessed and are represented in the form of a feature vector
with their similarity being based on the distance between the feature vectors.
These systems are not designed to be distributed across different computers in
anetwork. One of the shortcomings is that the feature extraction, indexing, and
querying are all done in a centralized fashion, which can be computationally
intensive, and is difficult to scale up. As indicated by several researchers [Rui
et al. 1999; Smeulders et al. 2000], one of the promising future trends in CBIR
includes distributed computing on data collection, data processing, and infor-
mation retrieval. By extending the centralized system model, we not only can
increase the size of image collections easily, but we also overcome the scalability
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Fig. 1. [Illustration of information retrieval in a P2P network.

bottleneck problem by distributed processing of image information and image
retrieval.

Peep-to-Peer (P2P) Network is a recently evolved paradigm for distributed
computing. Emerging P2P networks or their implementations such as Gnutella
[Gnutella], Napster [Napster], Freenet [Freenet], LimeWire [LimeWire], and
eDonkey [eDonkey] offer the following advantages:

(1) Distributed Resource—The storage, information and computational cost
can be distributed among the peers, allowing many individual computers
to achieve a higher throughput [SETI].

(2) Increased Reliability—The P2P network increases reliability by elimi-
nating reliance on centralized coordinators. In other words, the P2P net-
work can still be operational even after a certain portion of peers are down
[Cooper and Gracia-Molina 2002].

(3) Comprehensiveness of Information—The P2P network has the poten-
tial to reach every computer on the Internet.

Figure 1 shows an example of a P2P network. In this example, different
files are shared by different peers. When a peer initiates a search for a file, it
broadcasts a query request to its connecting peers. Its peers then propagate
the request to their own peers and this process continues. Unlike the client-
server architecture of the web, the P2P network aims at allowing individual
computers that join and leave the network frequently to share information
directly with each other without the help of dedicated servers. Each peer acts
as a server and as a client simultaneously. In these networks, a peer can become
a member of the network by establishing a connection with one or more peers
in the current network. Messages are sent over multiple hops from one peer
to another while each peer looks up its locally shared collection and responds
to queries. Plainly, this model is wasteful because peers are forced to handle
irrelevant query messages. This type of search is called a Breadth-First Search
(BFS).
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There are several solutions proposed to solve the query broadcasting
problem.! Chord [Stoica et al. 2001], CAN [Ratnasamy et al. 2001], Pastry
[Rowstron and Druschel 2001] and Tapestry [Zhao et al. 2001] tackle it by dis-
tributing the index storage into different peers, thus sharing the workload of
a centralized index server. Distributed infrastructure of both CAN and Chord
use Distributed Hash Table (DHT) technique to map a filename to a key; each
peer is responsible for storing a certain range of (key, value)? pairs. When a
peer looks for a file, it hashes the filename to a key and asks the peers re-
sponsible for this key for the actual storage location of that file. Chord models
the key as an m-bit identifier and arranges the peers into a logical ring topol-
ogy to determine which peer is responsible for storing which pair (key, value).
CAN models the key as a point on a d-dimension Cartesian coordinate space,
while each peer is responsible for the pairs (key, value) inside its specific re-
gion. Such systems take a balance between the centralized index and totally
decentralized index approaches. They speed up and reduce message passing for
the process of key lookup (data location). Some extensions of DHT's to perform
content-based retrieval and textual similarity matches are proposed in Tang
et al. [2002] and Harren et al. [2002]. Although DHTs are elegant and scalable,
their performance under the dynamic conditions of prevalent P2P systems is
still unknown due to the penalty incurred in joining and leaving [Ratnasamy
et al. 2002].

As DHTs mandate a specific network structure and incur a certain penalty
on joining and leaving the network, some researchers propose methods that
operate under the prevalent dynamic P2P environment, for example, Gnutella.
Crespo [Crespo and Gracia-Molina 2002] proposed a routing indices approach
for retrieving text documents in P2P systems. Under this scheme, each peer
maintains a routing index, which is used to assist in forwarding queries to
peers that are supposed to contain more documents of the same category as
the queries. This method requires all peers to agree upon a set of document
categories. Sripanidkulchai et al. [2003] proposed the use of shortcuts to con-
nect a peer to another one from which it has previously downloaded documents.
Evaluations are done based on simulation using text document retrieval, and
promising results are shown. Our proposed method targets content-based im-
age retrieval in a P2P network. It makes use of strategies similar to routing
indices and shortcuts to reduce network traffic and computation time, a sim-
plier version of the algorithm and system architecture was proposed in Ng and
Sia [2002], Ng et al. [2003], and Sia et al. [2003]. Similar problems of CBIR
in distributed databases have been studied in Chang et al. [1998]. In essence,
more studies of P2P systems are needed.

3. CONTENT-BASED IMAGE RETRIEVAL OVER PEER-TO-PEER NETWORK

In Sections 3.1 and 3.2 we detail the architecture of our system (DISCOVIR)
and the modification made on the current Gnutella network in order to perform

LAll peers are required to handle numerous query messages and most of them are irrelevant, it is
annoying for low-bandwidth peers.
2The key is the hash value of filename, and the value includs the filename and location of a file.
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CBIR in P2P network. As every query is broadcast to every peer under the
current Gnutella network protocol, each peer has to waste resources in handling
irrelevant queries. This query message flooding within the network increases
the traffic. In Section 3.3, we tackle this problem by clustering peers that share
similar image data, which helps one to search more efficiently. Based on this
network topology, in Section 3.4, we present the Firework Query Model to reduce
network traffic and enhance query performance.

3.1 How Does DISCOVIR Perform Content-Based Image Retrieval?

We briefly outline the process of sharing and retrieving images in DISCOVIR.
First, each peer is responsible to perform feature extraction, for example, color,
texture, shape, and soon, on its shared images in each peer using the DISCOVIR
client program. With this program, each peer maintains its local index of fea-
ture vectors of its image collection. When a peer, the requester, initiates a query
by giving an example image and a particular feature extraction method, it per-
forms feature extraction on the example image and sends the feature vector,
contained in a query message, to all its connecting peers. Consequently, other
peers compare this query to their feature vector index. Based on a distance
measure, they find a set of similar images and return results back to the re-
quester. Likewise, these peers will propagate the query to their connecting
peers and this process continues to query other peers in a large portion of the
network.

DISCOVIR uses a plug-in architecture to support different feature extraction
methods. User may choose to download a plug-in in the format of compiled
Java bytecode if they want to perform CBIR based on that particular feature
extraction method. For a screen capture of the DISCOVIR client program, see
Figure 2, which can be downloaded from the site [MIPLAB]. In the following, we
describe the overall architecture of DISCOVIR, which operates on the current
Gnutella network, and the modification of query messages.

3.1.1 Gnutella Message Modification. The DISCOVIR system is compati-
ble with the Gnutella (v0.4) protocol [Gnutella]. In order to support the image
query functionalities mentioned, two types of messages are added. They are:

—ImageQuery—Special type of Query message. It carries the name of the
feature extraction method and the feature vector of the query image; see
Figure 3.

—ImageQueryHit—Special type of QueryHit message. It responds to the
ImageQuery message. It contains the location, filename and size of similar
images retrieved, and their similarity measure to the query. In addition, the
location information of corresponding thumbnails is added for the purpose of
previewing the result set in a faster speed; see Figure 4.

3.2 Architecture of DISCOVIR

In this section, we describe the architecture of a DISCOVIR client and the
interaction within modules in order to perform CBIR over a P2P network.
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Figure 5 depicts the key components and their interaction in the architecture of
a DISCOVIR client. As DISCOVIR is built based on the LimeWire open source
project [LimeWire], the operations of Connection Manager, Packet Router, and
HTTP Agent remain more or less the same with some additional functionali-
ties to improve the query mechanism used in the original Gnutella network.
The Plug-in Manager, Feature Extractor and Image Indexer are introduced to
support the CBIR task. The User Interface is modified to incorporate the im-
age search panel. Figure 2 shows a screen capture of DISCOVIR in the image

. I. King et al.
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Fig. 2. Screen-shot of DISCOVIR.

Image Query 0x80

Minimum Speed I Feature Name IO I Feature Vector I 0 I Matching Criteria | 0 I
0 1 2.

Fig. 3. ImageQuery message format.

Image Query Hit 0x81

Number of Hits ‘ Port | IP Address | Speed | Result Set | Servant Identifier

0 12 3 6 7 10 11 . n n+16
Filelndex  [FileSize | FileName [0 | Thumbnail information, similarity [o]
0 34 7 8.

Fig. 4. ImageQueryHit message format.
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Fig. 5. Architecture of DISCOVIR.

search page. Here are brief descriptions of the six major components:

—Connection Manager—is responsible for setting up and managing the TCP
connection between DISCOVIR clients.

—Packet Router—controls the routing, assemble and disassemble messages
between the DISCOVIR network and different components of the DISCOVIR
client program.

—Plug-in Manager—coordinates the download and storage of different fea-
ture extraction plug-ins and their interaction with Feature Extractor and
Image Indexer.

—HTTP Agent—is a tiny web-server that handles file download requests from
other DISCOVIR peers using the HTTP protocol.

—Feature Extractor—collaborates with the Plug-in Manager to perform fea-
ture extraction and thumbnail generation from the shared image collection.
It involves two main functions:

—Preprocessing—extracts the feature vector of shared images in order to
make the collection searchable in the network.

—Real Time Extraction—extracts the feature vector of the query image
on-the-fly and passes the query to Packet Router.

—Image Indexer—indexes the image collection by content feature and carries
out clustering to speed up the retrieval of images.

3.2.1 Flow of Operations. The four main steps of performing CBIR in
DISCOVIR are listed in detail as follows:

(1) Preprocessing

The Plug-in Manager module is responsible for contacting the DISCOVIR
control website to query the list of available feature extraction mod-
ules. It will download and install selected modules upon user’s request.
Currently, DISCOVIR supports various feature extraction methods in
color and texture categories such as AverageRGB, GlobalColorHistogram,
ColorMoment, Co-occurrence matrix, and so on. All feature extraction mod-
ules strictly follow a predefined API in order to realize the polymorphic
properties of switching between different plug-ins dynamically.
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The Feature Extractor module extracts features and generates thumb-
nails for all shared images using a particular feature extraction method
chosen by user. The Image Indexer module then indexes the image collec-
tion using the extracted multi-dimensional feature vectors. Compared with
the centralized web-based CBIR approach, sharing the workload of this
computationally costly task among peers by allowing them to store and in-
dex their own image collection helps to solve the bottle-neck problem by
utilizing distributed computing resources.

(2) Connection Establishment

For a peer to join the DISCOVIR network, the Connection Manager module

asks the Bootstrap Server, which is program storing and answering a list

of peers currently in the network, for peers available for accepting incom-
ing connections. Once the IP address is known, the peer hooks up to the

DISCOVIR network by connecting to currently available peers.

(3) Query Message Routing

When a peer initiates a query for similar images, the Feature Extractor

module processes the query image instantly and assembles an ImageQuery

message (as shown in Figure 3) to be sent out through the Packet Router
module. Likewise, when other peers receive the ImageQuery messages, they
need to perform two operations: Query Message Propagation and Local

Index Look Up.

—Query Message Propagation—When propagating the query message,
the Packet Router module of DISCOVIR employs two checking rules
adopted from Gnutella network. In order to prevent messages from loop-
ing forever in the DISCOVIR network, they are (1) Gnutella replicated
message checking rule and (2) Time-To-Live (TTL) of messages respec-
tively. The replicated message checking rule prevents a peer from prop-
agating the same query message again. The TTL mechanism constrains
the reachable horizon of a query message.

—Local Index Look Up—The peer searches its local index of shared files
for similar images using the Image Indexer module and information in
the ImageQuery message. Once similar images are retrieved, the peer
delivers an ImageQueryHit message (see Figure 4), back to the requester
through Packet Router module.

(4) Query Result Display

When an ImageQueryHit message returns to the requester, user will obtain

a list detailing the location and size of matched images. In order to retrieve

the query result, the HTTP Agent module downloads thumbnails, generated

in the preprocessing stage, or a full size image from the peer using HTTP
protocol. On the other hand, HTTP Agent module in other peers serves as

a web server to deliver the requested images.

3.3 Peer Clustering Based on Image Similarity

One of the problems of information retrieval in the P2P network is that since
it does not have a centralized coordinator to maintain the feature vector index,
the searching mechanism is required to perform a brute force search, which
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Table I. Definition of Terms

link,qndom(p) Random link—The original connection in P2P network which
a peer p makes randomly to another peer in the network.
It is chosen by the user.
link gractive(D) Attractive link—The connection which a peer p makes
explicitly to another peer, with which they share similar images.
Cat(p) A signature value representing the characteristic of a peer p.
Sim(p,q) The distance measure between two peers p, g, which is a
function of Cat(p) and Cat(q).
Sim(p, Q) The distance measure between a peer p and an image query Q
Peer(p,t) The set of peers that a peer p can reach within ¢ hops.
Collection(p) The set of images that a peer p shares.
Match(Collection(p),q) | The distance measure from each image in Collection(p)
to the query q.

is decentralized and inefficient. To solve this problem, we propose to cluster
peers with similar image features together, making the network organized in
a systematic way like the Yellow Pages in order to improve query efficiency.
On top of the original P2P network, our peer clustering strategy makes use
of an extra layer of connections, called attractive links, to group similar peers
together based on two peers’ image feature similarity within their neighbor-
hood. With these added network topology constraints, we propose the Firework
Query Model, which can perform searching efficiently by directing queries to
their target cluster.

Let’s consider a P2P network that consists of peers sharing images of differ-
ent categories. Each peer shares a set of images and is responsible for extracting
the content-based feature of its shared images. This collection of feature vectors
is used to describe the characteristic of the shared images. We use the set of
feature vectors as signature value of a peer to determine the similarity between
two peers. We begin by defining several key terms. A summary of these terms
is listed in Table I.

Definition 1. Let Collection(p) = {IF}'_, be the set of n images a peer p
shares. For each image in the collection, we perform low level feature extraction
to map it to a multi-dimensional vector by function f, which extracts a real-
valued d -dimensional vector as,

f:I—> R?, (1)

where f means a specific feature extraction function, for example, the color
histogram, the co-occurrence matrix-based texture feature or the Fourier de-
scriptor. After the extraction, each peer contains a set of feature vectors {R” [N
where R = [R}}, RL,, ..., Rf}], d is the number of the dimension, which will
serve as its local index and used in computing the signature value and compar-
ing the similarity to a query.

Definition 2. Cat(p) is defined as (/ZP,S}), where P and 8P are the
mean and variance of the image feature vectors collection {R/}" ; that peer
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p shares. The j-th mean and variance is defined as,

Mf:%ilR‘? j=1---d, (2)
55?:%22(}35—@)2, j=1--d. (3)

Definition 3. Sim(p,q) is defined as the distance measure between two
peers’ signature values, Cat(p) and Cat(q). Let them be (u?, §2) and (u4, §7)
respectively. The following formula is used:

d 1/2
Sim(p, q) = |w? — i)z x <Z 57 x a;’) : 4)
i=1

We assume that each peer often shares images related to a certain topic.
For example, a peer may share a collection of tree pictures, then, the fea-
ture vectors of its shared images will form a sub-cluster in the high dimen-
sional space, thus, i1 and § can describe the characteristic of this collection.
Our target is to group these sub-clusters to form a cluster of peers that share
similar images. Connecting peers with similar g and small 8 is analogous to
achieving this. The more similar two peers p and ¢ are, the smaller the value
Sim(p, q) is. The Sim(p, q) measure is small when 4, and s, are close and
both §, and &, are small. When the means /i are close, it means that the two
subclusters are close in the high dimensional space. If both variances § mea-
sures are small, it means the image feature vectors in the two subclusters are
closely clustered, that is, the shared images are highly related to a common
topic.

Based on the above definition, we introduce a clustering algorithm to assign
the attractive link in order to group similar peers as illustrated in Algorithm 1.
There are three steps in our peer clustering strategy:

(1) Signature Value Calculation—In the beginning, every peer calculates
its signature value, Cat(p), based on the characteristic of images shared
by that peer p (see Definition 2). Whenever the shared data collection,
Collection(p), of a peer changes, the signature value is updated accordingly.

(2) Neighborhood Discovery—After a new peer joins the network by con-
necting to a random peer in the network, it broadcasts a signature query
message, similar to that of ping-pong messages in Gnutella [Gnutella], to
ask for the signature values of peers within its neighborhood, (Peer(p, t)).
This task is not only done when a peer first joins the network; it repeats at
a regular interval in order to maintain the latest information about other
peers.

(3) Similarity Calculation and Attractive Link Establishment—After
acquiring the signature values of other peers, one can find the peer with
signature value closest to its signature value according to Definition 3, and
make an attractive connection to link them up. This attractive connection
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Fig. 6. Illustration of peer clustering.

Table II. Distance Measure of Each Peer in Figure 6

| Sim || Treeq | Sea; | Sunset, | Seas | Treey | Sunsety | Sunsets | Trees | Seag | Sunsety | Treey |
Treeq 0.0 | 7.0 2.9 22 | 04 3.7 1.9 0.5 | 6.5 2.0 0.9
Sea 0.0 3.0 0.6 | 6.0 1.0 4.0 2.3 | 0.3 2.5 4.5
Sunsety 0.0 4.0 6.6 0.3 0.5 45 7.3 04 5.7
Seay 0.0 | 09 2.2 3.5 98 | 0.5 1.7 2.6
Treey 0.0 7.8 7.8 0.7 | 71 7.7 0.8
Sunsety 0.0 0.7 55 | 3.6 0.6 6.1
Sunsetg 0.0 6.3 2.8 1.0 5.1
Treeg 0.0 | 8.2 4.3 0.2
Seas 0.0 9.0 3.3
Sunset, 0.0 6.2
Treey 0.0

will be re-established to the second closest one whenever the current
connection breaks.

As shown in Figure 6, there are three main classes of image being shared
over the network, namely Tree, Sunset, and Sea. A peer named as Tree; means
the majority of images it shares are related to tree. When a new peer Tree4 joins
the network, by connecting to a randomly selected peer Sunset,, it sends out a
signature query to learn the location and signature value of other peers. After
collecting the replies from other peers, peer Tree, makes an attractive link to
Trees to perform peer clustering because Sim(Treey, Trees) is the smallest, as
shown in Table II. As peers continue to join the network using this algorithm, a
clustered P2P network is formed. Peers of similar characteristic will gradually
be connected by an attractive link to form a cluster. A selective query routing
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scheme thus can be applied, which makes information retrieval much more
systematic and efficient.

Algorithm 1 Algorithm for choosing attractive link
Attractive-Link-Selection(peer p, integer ttl)
for all g in Peer(p, ttl) do
Compute Sim(p, q)
end for

assign linkq,qctive(p) to ¢ with minargq (Sim(p,q))

3.4 Firework Query Model Over Clustered Network

To make use of our clustered P2P network, we propose a content-based query
routing strategy called Firework Query Model. In this model, a query message
is routed selectively according to the content of the query. Once it reaches its
designated cluster, the query message is broadcast by peers through the attrac-
tive connections inside the cluster much like an exploding firework as shown
in Figure 7.

Here we introduce the algorithm to determine when and how a query mes-
sage is propagated like a firework in Algorithm 2 using the example in Figure 6.
Assume the peer Trees, whose shared images are mostly under the topic of tree,
initiates a search to find similar images to its query image, which is an image of
sea. First, the features of this query image are extracted and used to calculate
the similarity between the query and its own signature value Cat(p). Since the
similarity measure between the query and its signature value is smaller than a
preset threshold, 6, according to Algorithm 2, Tree, sends the query to Sunset,
through the random link because the target of query is not likely to appear in
the cluster connected by an attractive link. When Sunset, receives this query,
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it needs to carry out two steps:

(1) Shared File Look Up—The peer looks up its shared image collection for
those matching the query. Let Q be the query feature vector. Sim(R?, Q)is
the distance measure between the query and an image i shared by peer p,

it is an Lo norm defined as,
1

sim (R7, Q) = [Z (R - Qﬂﬂ ®
J

If any shared image matches within the matching criteria of the query in a
peer, it will reply to the requester.

(2) Route Selection—The peer calculates the similarity between the query
and its signature value, which is represented as,

d 1 _(Qjﬂtﬁ-’)Z
Sim(p, @) =] | e M (6)

For the same reason, since the similarity measure Sim(p, Q) between
Sunsety and query is smaller than 6, it then forwards the query to Seas, again
through the random link. After the query traverses the network randomly, the
query message reaches its target cluster and starts to expand the search much
like a firework. During the explosion, Seay also looks up its shared image col-
lection for those matching the query. Obviously, the number of shared images
in Seas matching the query will be much larger than the number in Sunsets.
After it replies to the requester, it will forward the query to Sea; through the
attractive link. Likewise, Sea; will carry out the same checking, forwarding the
query to Seas, Tree; and so on.

In our model, we retain two existing mechanisms in the Gnutella network
for preventing query messages from looping forever in the distributed network,
namely the Gnutella replicated message checking rule and the Time-To-Live
(TTL) of messages. When a new query appears to a peer, it is checked against
a local cache for duplication. If it is found that the same message has passed
through before, the message will not be propagated. The second mechanism is to
use the Time-To-Live value to indicate how long a message can survive. Similar
to IP packets, every Gnutella message is associated with a TTL. Each time the
message passes through a peer, the TTL value is decreased by one. Once the
TTL reaches zero, the message will be dropped and no longer forwarded. There
is a modification, however, on DISCOVIR query messages from the original
Gnutella messages. In our model, the TTL value is decremented by one with a
different probability when the message is forwarded through different types of
connection. For random connections, the probability of decreasing the TTL value
is 1. For attractive connections, the probability of decreasing the TTL value is
an arbitrary value in [0, 1] called Chance-To-Survive (CTS). This strategy can
reduce the number of messages passing outside the target cluster, while more
relevant information can be retrieved inside the target cluster because the
query message has a greater chance to survive depending on the CTS value.
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Algorithm 2 Algorithm for the Firework Query Model
Firework-query-routing (peer p, query Q)
if Sim(p, @) > 6 (threshold) then

reply the query @
if rand() > CTS then
TTLnew(Q) = TTLold(Q) -1
end if
forward @ to all linkyurqactive(D)
else
TTLnew(Q) = TTLold(Q) -1
if TTL (@) > 0 then
forward @ to all link,q4ndom(P)
end if

end if

4. EXPERIMENTS AND RESULTS

In this section, we discuss the design of experiments and evaluate the perfor-
mance of our proposed Firework Query Model. First, we present the Peer-to-
Peer network model used in our simulation. We then introduce the performance
metrics used to evaluate different search mechanisms. Simulations were con-
ducted to study the performance of different mechanisms using different pa-
rameters. Last, we show how our strategy performs and behaves with various
network sizes.

4.1 Simulation Model of Peer-to-Peer Network

The goal of our experiment is to model a typical Peer-to-Peer network where
each node contains a set of images. We generated different sizes of Peer-to-Peer
networks to evaluate the performance of different search mechanisms. The
number of peers in each network varies from 2,000 to 20,000. The diameters®
of the network vary from 9 to 11, and the average distances between two peers
vary from 5.36 to 6.58.

To evaluate the search mechanism accurately, the simulations were per-
formed over different network topologies against the TTL and the number of
peers. For each set of TTL and number of peer parameters, we ran five tri-
als. Each trial would have a different network topology with ten iterations (or
queries). For each iteration, we initiated a query starting from a randomly
selected peer. Hence, for each set of parameters we would collect statistical in-
formation for 50 iterations (or queries). For each set of parameters, we would
collect the average recall, the average number of visited peers, and the aver-
age of number of query messages. In our experiment, we use two sets of data,
synthetic data and real data:

(1) Synthetic data—We generated 100 sets with random mean and variance.
For each set, 100 points are generated according to a Gaussian distribution
using the parameters, which is to model feature vectors of images belonging
to the same class.

3The longest shortest path between any two peers in the network.
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(2) Real data—We used 10,000 images (from 100 categories) in the Corel-
Draw’s Image Collection CD and use the Color Moment feature as test
data.

We randomly assigned different classes of images to each peer; therefore,
the data location of every build of network was different. Competitive Learning
clustering algorithm [Rumelhart and Zipser 1985] was used to cluster data in-
side each peer. The simulation was done on Sun Blade 1000 (2GB RAM) running
Solaris v.8 using C. For a simulation of 20,000 peers and TTL 7, the running
time was approximately 3 hours for 10 iterations. For the DISCOVIR system,
we built our client program based on Gnutella v0.4 protocol. For image related
operations, we used Java image manipulating routines to assist in extracting
visual features. During our field test, we used different port numbers to simu-
late different peers.

4.2 Performance Metrics

The metrics we use to evaluate the performance are:

(1) Recall—The success rate of the desired result retrieved. It is the fraction
of the relevant documents that have been retrieved,

Recall = R, /R, (7

where R, is the number of retrieved relevant documents, and R is the total
number of relevant documents in the Peer-to-Peer network. If Recall is high,
it means more relevant documents can be retrieved, so the performance is
better.

(2) Query scope—The fraction of peers being visited by each query,
Visited = Vipeer/ Tpeers (8)

where V.. is the number of peers that received and handled the query
and Tje.r is the total number of peers in the Peer-to-Peer network. For each
query, if the fraction of involved peers in the network is lower, the system
will be more scalable.

(3) Query efficiency—The ratio between the Recall and Query Scope,
Efficiency = Recall/Visited. 9)

In general, the performance of the P2P network is more desirable if we can
retrieve more relevant documents (high recall) but visit fewer peers (small
query scope). Observing either Recall or Query Scope only, is not enough
to determine the quality of the algorithm. Therefore, we defined the query
efficiency as the ratio between Recall and Query Scope. If the algorithm
can retrieve more relevant documents while visiting fewer peers, the query
efficiency will be a large value. If the data locations are evenly distributed,
the Query Efficiency will be equal to 1 under the BFS algorithm—if we
visited 50% of peers in the network, it is expected that we can retrieve 50%
of the relevant documents in the network.
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Table III. Experiment Parameters
Number of Peer 2,000-20,000
Diameter of the P2P network 9-11 hops

Average distance between 2 peers | 5.4-6.6 hops
Number of documents

assigned to each peer 100 images (1 class)
Dimension of extracted feature

vector to represent the image 9

TTL value of the query packet (FQM-5) (BFS-7)

Recall

08f i R Foee bbb e

0 02 04 06 08 1 1.2 1.4 1.6 1.8 2 2.2
Number of peers x10°

Fig. 8. Recall versus number of peers.

4.3 Experiment Results

In this section, we experimentally compare our proposed Firework Query Model
against the Brute Force Search algorithm. We explore how the performances
are affected by different numbers of peers and different Time-To-Live (TTL)
values of query packets.

Performance with different Number of Peers in the P2P Network. This exper-
iment tests the scalability of search mechanisms. The number of peers in each

network varies from 2,000 to 20,000. The experiment parameters are listed in
Table III.

4.3.1 Recall. Figure 8 depicts recall versus number of peers in two search
mechanisms for the real data set. When the size of the network increases, the
recall of Firework Query Model continues to remain at a higher range, while
the recall for BF'S drops when the size of the network grows. We conclude that
our algorithm is insensitive to the change of network size. Our mechanism is
more scalable. Even when the size of the network grows, FQM still can reach
the portion of the network containing the query target.
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Fig. 10. Query efficiency versus number of peers.

4.3.2 Query Scope. Asseenin Figure 9, we achieve load reduction by using
FQM. Fewer peers are exposed to each query.

4.3.3 Query Efficiency. As seen in Figure 10, FQM outperforms BFS in
both synthetic data and real data set. The efficiency is improved by 60% in
real data. The efficiency is improved by 13 times in synthetic data. Since the
variance of synthetic data we generated is much smaller than the variance of
real data, the synthetic data can be clustered more appropriately, resulting in
a better performance.
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Table IV. Experiment Parameters

Number of Peers 10,000

Diameter of the P2P network 10 hops
Average distance between 2 peers | 6.2 hops
Number of documents

assigned to each peer 100 images (1 class)
Dimension of extracted feature

vector to represent the image 9

TTL value of the query packet 4-9

The curve of both FQM also follows a small bell shape. Query efficiency
increases at first due to two reasons:

(1) The network can be clustered more appropriately when the network size
increases. When the number of peers increases, new peers can have more
choices and make their attractive link to a more similar peer.

(2) The percentage of peers visited is inversely proportional to the network size
when the TTL is fixed. FQM advances the recall percentage when the query
message reaches the target cluster.

When the network size increases further, a query might not reach its target
cluster for low TTL value (The TTL is fixed to 5 in this experiment and the
diameter of network increases from 9 to 11), so query efficiency starts to drop.
Therefore, choosing a good TTL value is important in our algorithm and this
will be discussed in the next section.

Performance with different TTL value of query packet in P2P Network. In
this section, we explore how the performances are affected by different Time-
To-Live (TTL) values of query packet. The number of peers in each network is
fixed to 10,000. The TTL value varies from 4 to 9. The experiment parameters
are listed in Table IV.

4.3.4 Recall. Figure 11 shows recall versus TTL of query message. When
the value of TTL increases, both the recall of Firework Query Model and the
BF'S increase, while our proposed strategy reaches the maximum value at a
much faster rate. When the TTL is larger than 8, the recall graph tails down
in the Firework Query Model because the recall is nearly saturated and cannot
be further improved.

4.3.5 Query Scope. Figure 12 shows the number of visited peers in both
strategies. We vary the TTL of the query message to observe the changes in the
query scope when a peer initiates a search. The Firework Query Model shows a
promising sublinear increase in the query scope subject to increasing TTL of the
query message, while the BFS increases at a much faster rate. The query scope
of the Firework Query Model is larger than the BFS when the TTL value is
small because a Chance-To-Survive (CTS) value is introduced in the Firework
Query Model. This strategy lets the query message have a higher chance to
survive when forwarding through attractive connections; therefore the query
scope is larger. Specifically, we choose CTS =1 in all the simulations.
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4.3.6 Query Efficiency. As seen in Figure 13, FQM outperforms BFS for
different TTL values of query packet. In synthetic data, we find that the op-
timal TTL value is 8 in a network size of 10,000 peers in the Firework Query
Model. The Query Efficiency is low at the beginning because the TTL value is
not enough for the query packet to reach its target cluster. When the TTL value
increases, the query has a larger chance to reach its target cluster; therefore,
the Query Efficiency increases. When the TTL value is 8, the Query Efficiency is
optimal because the query packet can just reach its target cluster. However, fur-
ther increasing the TTL value will only generate unnecessary traffic; therefore,
the Query Efficiency starts to level off beyond TTL 8.
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Fig. 13. Query efficiency against TTL value of query packet.

4.4 Discussion

There are a few more interesting points worthy of mentioning here. They are the
local indexing method used, the effects of data distribution on performance, and
the impact of the number of attractive connections and TTL on performance.

On the issue of local indexing, there exist many high-dimensional spatial
indexing methods used in content-based image retrieval systems, for example,
R-tree and VP-tree, that can make the local search more efficient. However, the
further elaboration of indexing methods is outside of the scope of this article.
In addition, most peers only share a limited number of images in the P2P
network; a linear search shows acceptable response time in retrieving similar
images using the DISCOVIR client program. More sophisticated methods can
be added to the system later for improved performance.

If some peers contain many images with different types of semantic mean-
ings, this might be a concern for the query broadcasting problem since such
peers will probably maintain many attractive connections. To solve this prob-
lem, we restrict the maximum number of attractive connections made for a
node in order to avoid the broadcasting condition. Specifically, we choose 3 as
the maximum number used in the simulation experiments and implementation
of DISCOVIR. Moreover, as the network grows, many clusters exist and there
might be difficulties in reaching the cluster in a short number of hops. How-
ever, according to recent research, the Gnutella network follows a power-law
distribution, which has the special property that the diameter of the network is
small [Lv et al. 2002]. A query message is guaranteed to reach a large portion
of the network with a TTL of 7. With reference to the query efficiency versus
TTL experiment as shown in Figure 13, a TTL of 4 and 5 shows relatively low
performance improvement, which illustrates the problem of not being able to
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Table V. Data Distribution Characteristics of 4 Datasets

Synthetic data | Corel image data | Real-world data | Synthetic data 22
max 1.5297 1.4467 0.5718 0.8697
IDb min 0.3074 0.0272 0.0351 0.0318
avg 0.9385 0.3298 0.2097 0.2138
max 0.0388 0.0153 0.0504 0.0396
VAR® | min 0.0161 0.0006 0.0174 0.0141
avg 0.0268 0.0113 0.0298 0.0263

2The synthetic data is generated to simulate real-world data distribution.
bID—inter-cluster distance between each class.
“VAR—the mean of variance of each class.

reach the target cluster in a small number of hops. On the other hand, it shows
that with a TTL of 6 and 7, the system is able to attain good performance in a
network size of 10,000 peers.

Apart from those aforementioned, the point of utmost concern is whether
FQM is applicable in real world P2P networks, and how its performance is af-
fected with different data distributions. In addition to the Corel image dataset
and synthetic dataset used in Section 4, we have added one more real world
dataset to further evaluate FQM. We downloaded images from 18 different
peers in the Gnutella network in July 2003. For each set of images shared by
peers, we assume that they fall in the same category and form one cluster in
the feature vector space. Using the statistics of inter-cluster distance, means,
and variance, collected from real-world data, we generated another synthetic
dataset to model the image distribution in a real world P2P network. The char-
acteristics of the four datasets used are listed in Table V and Figure 14. Indeed,
even after modeling the real world data distribution, the FQM still shows an
improvement.

Figure 15 shows the query efficiency of FQM under three different data
distributions, with synthetic dataset being the most improved, Corel image
dataset being the second, and simulated real world dataset being the least
improved. Nonetheless, FQM still obtains a gain of 20-30% in query efficiency
when compared to BF'S. Based on this observation, we conclude that the query
efficiency of FQM is sensitive to data distribution. The best performance can
be obtained if each peer shares one or a small number of image categories, and
images in each category are closely clustered in the feature vector space. On
the other hand, if peers share many different types of images, it is unlikely to
form a community or cluster in the network, thus the performance would be
the same as not having FQM at all. In conclusion, the query efficiency can be
related to the data distribution by the following relationship:

(10)

Effici ID
Query ciency « X VAR’

where ID is the inter-cluster distance and VAR is the mean of variance of each
class.
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Fig. 14. (a) VAR distribution, (b) ID distribution of the four datasets.

5. CONCLUSION

In this paper, we demonstrate how to implement a CBIR system over the cur-
rent Gnutella network. When users need to search for an image, all peers in-
side the network will look up their own collection of images and respond to the
requesters. Such architecture fully utilizes the storage and computation capa-
bility of computers in the Internet. However, the lack of a centralized index
requires a query to be broadcast throughout the network in order to achieve
a satisfactory result. To solve this query broadcasting problem, we propose a
peer clustering and intelligent query routing strategy to search images effi-
ciently over the P2P network. We verify our proposed strategy by simulations
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Fig. 15. Query efficiency versus (a) number of peers, (b) TTL of query message.

with different parameters to investigate the performance changes subject to
different network size and TTL of query messages. We show that our Firework
Query Model outperforms the BFS method in both network traffic cost and
query efficiency measure.
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