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Abstract

In this paper we present the Infocious Web search engine [23], vehickntly indexes more than 2 billion pages
collected from the Web. The main goal of Infocious is to enhance the veyp#ople find relevant information on
the Web by resolving ambiguities present in natural language text. Tewhislgoal, Infocious performs linguistic
analysis to the content of the Web pages prior to indexing and exploits thetaitinis analysis when ranking and
presenting the results to the users.

Our hope is that this additional step of linguistic processing providesimisavith two main advantages. First,
Infocious tries to gain deeper understandingf the content of Web pages. and to match the users’ queries with the
indexed documents better, improving the relevancy of the returnelis:eSecond, based on its linguistic processing,
Infocious tries taorganizeandpresenthe results to the users in a structured and more intuitive way.

In this paper we present the linguistic processing technologies that watigated and/or incorporated into the
Infocious search engine, and we discuss the main challenges in apfigsg technologies to Web documents.
We also present the various components in the architecture of Infoc@ndshow each one of these components
benefits from the added linguistic processing. Finally, we present pralisninesults from our experimental study
that evaluates the effectiveness of the described linguistic analysis.

1 Introduction

Millions of users today use Web search engines as the prifaag oftentimes the sole) means for locating relevant
and interesting information. They rely on search enginesatesfy a broad variety of informational needs, ranging
from researching medical conditions to locating a convergestore to comparing available products and services. The
most popular of the search engines today (e.g. Ask [3], Gof&{l], MSNSearch [38], Yahoo! [55], etc.) maintain a
fresh local repository of the ever-increasing Web. Oncesaiigsues a query, search engines go through their enormous
repository and identify the most relevant documents to ges'si query.

While the exact process of identifying and ranking the rel¢dmcuments for current major Web search engines is
a closely-guarded secret, search engines generally ntetdteywords present in the user’s query with the keywords
in the Web pages and their anchor text (possibly after stexgnim order to identify the pages relevant to the query. In
addition, search engines often exploit the link structdrine Web to determine some notion of “popularity” for every
page, which is used during the ranking of results. In mostgasmple keyword-based matching can work very well
in serving the users’ needs, but there are queries for whielkéyword matching may not be sufficient.

As an example, consider the qugaguar that a user might issue to a search engine. Typically, themsajarch
engines may return results that deal with at least threeidigppics: (1) Jaguar - the car brand name, (2) Jaguar - one
version of MacOS X, (3) jaguar - the animal. As one can imagiris highly unlikely that a user is interested in all
three of the above at the same time.

The queryjaguar is an example of an ambiguous query because it is associdtieanuitiple senses, each one
pertaining to a different topic of interest. As a conseqeemeb pages that discuss distinct topics but all share the
same keywords may be considered relevant and presented ts¢h all at the same time. In this scenario, the user
has to wade through the results searching for the topic shaftinterest to her, or augment her query with additional
keywords in the hope of retrieving more relevant resultshéfirst case, the user is wasting time looking at results tha



are of no interest to her, while in the second case the useésneghink and identify appropriate additional keywords
that will hopefully lead to retrieving the desired resulls.both cases, if we could determine that the user’s query is
ambiguous we could potentially use this fact in returningeéreesults. For example, we could notify the user that
there are multiple possible topics regarding her query akdhar to be more specific, or we could organize the results
and let the user navigate to the desired topic.

Resolving such ambiguities has long been the study of a falddcNatural Language Processing (NLP). In this
paper we present Infocious, a new Web search engine bulit thé primary goal of improving the users’ search
experience by reducing ambiguities through the use of NcRrigues. At a high level, Infocious applies linguistic
analysis to the Web pages that it indexes in two major ways:

1. First, through language analysis Infocious resolvesigmities within the content of Web pages. Currently
Infocious focuses on three types of ambiguity: (1) parsjpéech ambiguity, (2) phrasal ambiguity, and (3)
topical ambiguity. By resolving such ambiguities in thetteur goal is to provide more precise searching and
to enable the users to locate the information they seek mookly.

2. Second, the language analysis performed by Infociousibates to the ranking of the results that are presented
to the user. At a high level, one can see this as rating theath\grality of the text within a Web page. More
specifically, Infocious promotes well-written, conteittrdocuments while conversely demoting lower quality
text. Our hope is that by promoting such Web pages we aremtiegehe users with more interesting and better
results, while at the same time we demote noise pages (swegaaspages [40]).

While building Infocious we encountered various issues dradlenges in applying NLP towards Web searching,
including scalability, efficiency, usability, and robusss. In this paper, we document the NLP techniques that we
investigated and decided to incorporate in our search eragid we discuss the challenges involved in applying them
to Web text. It is our hope that our work will help and motivatber researchers and shed some light in the challenges
involved in bridging the gap between NLP research and laogde Web-text searching.

The remainder of the paper is structured as follows. In thxt section we present an overview of the techniques
within the NLP research field that can be of potential benefiMeb searching. In Section 3, we discuss our im-
plementation and the decisions that we made regarding MieBecomponents. In Section 4, we describe the overall
architecture of the Infocious search engine and how ouulstg analysis components are used throughout the system.
In Section 5, we present a preliminary experimental evadnatf the linguistic components that we have implemented
within Infocious along with two of the tasks that Infociousrforms in an attempt to improve the search results: Web
page categorization and query categorization. Finallyrevéew the related work in Section 6 and we conclude in
Section 7.

2 Benefits of NLP towards Web Searching

The main goal of the Natural Language Processing (NLP) feetd understand the process of information exchange
between humans when they communicate using natural languégbetter understanding of this process would allow
computers to extract and operate on information and knayeedpresented using natural languages in a more reliable
way. The field of NLP has a long and rich history, encompaskimmistics, computer science, psychology and even
neuroscience. Over the years, a variety of approaches afdwdogies have been used to better resolve ambiguities
in order to extract the semantics within natural language te

Our goal is to build upon NLP and create a better Web searcbreqe for the users. For our task, we focus on
statistical, data-driven techniques, which have expeddra surge of progress in the last decade (e.g., [27] an}l [33]
The reason for this choice is threefold. First, data-dridédP requires minimal human effort for creating statistical
models. This is particularly important in the case of Weblsgrocessing because of the voluminous and dynamic
nature of Web conteritSecond, statistical models are very robust in the senséatvill generate an interpretation
regardless of the input. This is of paramount importancendoping with the heterogeneous and unpredictable nature
of the Web. Third, statistical models are currently the naasturate in resolving ambiguities within natural language
text, which is the primary task but also the main challengilo®.

1Focusing on statistical models also gives Infocious thetghd scale to the different languages available on the Wigh minimal effort. For
example, for every different language, Infocious requirssteof training documents which is, in most cases, alreadyadkaifrom researchers in
the NLP field.



Here, we present an overview of certain NLP tasks that carf petential benefit to Web search. In most cases,
these NLP tasks are aiming at resolving ambiguities witaktual information. For the NLP tasks that we consider,
we also discuss how a statistical approach can be applieatima them.

2.1 Part-of-speech Disambiguation

Consider a Web page that contains the two wdrolsse plantsDepending on the context around it, this phrase may
have multiple interpretations. For example, the Web pagglmaabouplants for inside the housar it may be about
objects or methods to house plani$he difference in the meaning comes from the fact that irfiteecase the word
houseis used as a noun, while in the second case it is used as a vexbardh engine based on keyword matching
would not be able to distinguish between the two cases angthmed results might contain a mix of both uses.

Part-of-speech (POS) disambiguation is the process afréngia part-of-speech tag (suchrasin, verb, adjective
etc.) to each word in a sentence. By assigning POS tags toxeadhwe can determine how the word functions within
its context. In doing so, we can determine whetheuseis used as a noun or as a verb in the previous example. A
search engine can exploit this POS tagging information byricting the use of the query keywords to a particular
POS tag, thus providing results that are more specific toés@etl meaning of a query.

2.2 Word Sense Disambiguation

In many cases, words take on a multitude of different meanijog senses). Such words are calfaysemous
For example, the worgaguar may refer to a car brand-name, an operating sySteman animaf The task of
distinguishing between the meanings of a polysemous wsichlledword sense disambiguation (WSBjaving the
word senses disambiguated would allow the users to seararsfmecific sense of a word, thus eliminating documents
containing the same keyword but that are semanticallyeivesit.

2.3 Phrase Identification

Multiple words are typically grouped into phrases to ddser concept more precisely. As individual words are
overloaded with multiple usages and meanings, phrasesng@rtant for describing a concept more precisely. For
example, in the phrasesotor oil andcooking oilthe wordsmotor andcookingare used to describe a more specific
type of oil. Phrases, however, are not simply words occgmiext to each other. Take for example the sentéhce

the profession of cooking oil is the most important ingratliewherecookingandoil do not form a phrase. Correctly
identifying phrases would be beneficial to a search engirwrder to return more accurate results to a user’s query.
More specifically, in the previous example a search engioeldmot consider the given sentence as relevant to the
phrasecooking oil but should ensure that the two words appearing next to eaehn are indeed parts of a phrase. In
general, in order to properly identify phrases it is necastaperform linguistic analysis with a broader context, a
task referred to as shallow parsing or chunking.

2.4 Named Entity Recognition

Named entities refer to names of people, companies, lotataates, and others. Recognizing the difference between
Jordanbeing a person versus a country is the processaafed entity recognitioNER). A search engine capable

of distinguishing different types of name entities wouldikle users to search specifically for the person or for the

country, for example. NER can also be used to extract pdaticamed entities of interest to the user, such as all the

companies or locations mentioned in a business articld| tireapeople mentioned in a newsletter.

2.5 Full Sentential Parsing

Parsing is the process of decomposing a sentence into smalts, as well as identifying the grammatical role of
each and its relationship to other units. Parsing is a watlist problem with many grammar formalisms and parsing
algorithms. Parsing is very important for extracting theaatics of sentences precisely.

2MacOS version X.
3Scientific namePanthera onca



| Query: house plants | Query: V:house plants \

Hope Grows
the Good Samaritan Inn wilouseup to 150 people,
House Plants- pictures types indoddouse Plants making... trees, shrubs, sod and othkamts, along with
House Plants... Bring the beauty oplants and flowers| the walking trall,...
indoors withhouse plants Check out this www.cals.ncsu.edu/agcomm/magazine/spring04/hopelhtm
www.homeandfamilynetwork.com/gardening/houseplants.
html Life History and Ecology of Cyanobacteria
the same photosynthetic pigment thdants use....

House PlantCare and Cultivation Guides Many plants, especially legumes, have formed symbi-
Caring for Flowering and Foliagélouse Plants Most otic... their roots or stems taousethe bacteria, in return
houseplantsare hybrids oplant species... for...
www.thegardenhelper.com/houseplants.html www.ucmp.berkeley.edu/bacteria/cyanolh.htmi
Troubleshooting and Solvingouse PlantProblems Conservatory of Flowers: Inside the Conservatory
receive pertain to problems witiouse plants... House The PottedPlants gallery will feature many flower-
plants are all hybrids or specigdants which grow wild | ing... other gesneriads, and will aleousean interesting
somewhere in array of large... Exhibits gallery is intendedtousemini-
www.thegardenhelper.com/troubleshooting.html blockbuster exhibits themed around particular...

www.conservatoryofflowers.org/insidetheconservatory
gardeninghouse plants country flower farms index.htm
a category to browse ourouse plantsection.... us —
contact us — gardening links — greenhouse tour — di- Mainwaring Wing and Stoner Courtyard
rections — weekly specials... weekpfant care tips — The Stoner Courtyard garden, featuripiants from
house plants three continents, is an... and storage facility, buihdoise
countryflowerfarms.com/holidaglants.html the Museum’s most at risk...

www.museum.upenn.edu/new/about/mainwaring/newwing.

shtml

Figure 1: Sample search results from Infocious for the gheryse plantswith the default results on the left and the
results forhouseused as verb, done via the quéfouse plant®n the right.

Consider as an example the sentetiee man who bought shares of Apple .fdh this case, a parser would be
able to determine thawho bought shares of Apple a modifier forthe man and that it is the man who fell. In
the case of simple keyword matching this article may haven weturned as a result for the quesliares of Apple
fell. Additionally, parsing can enable very precise searchiasest would allow the user to specify queries based on
subjects (e.g., onlppleas the subject), main verbs (e.g., oblgughtas the main verb), or even combinations of
these linguistic units. This is especially powerful sincany structural constructs can be used to express the same
semantics, such dse man, who owns some Apple shares, fell

We have presented a very brief overview of the most commoestyb language ambiguities. Interested readers
may refer to [27] and [33] for a more comprehensive treatnoérthe subject. In the next section, we present the
approach that we have taken in Infocious while investigagach one of the linguistic analysis components that we
have just discussed.

3 Linguistic Analysis of Web Text

In this section, we document the linguistic analysis teghes that we investigated and decided to incorporate within
Infocious and we discuss the challenges involved in apglstiem to Web text. At a high level, the task of applying
linguistic analysis to Web searching involves two main Erajes:

1. The first comes from the massive scale and diversity of Wabent, making the issues of balancing cost versus



benefit of linguistic analysis highly important. That isygn the enormous size of the Web, what linguistic
analyses should be performed in an efficient, robust anahdelimanner that would potentially maximize their
utility for improving information retrieval?

2. The second is how to exploit this linguistic analysis tetlizenefit the user. That is, given that we have resolved
various ambiguities through linguistic analysis, how chis improve the way users find information, while
making the system simple and intuitive to use?

In this section we discuss the first challenge of Web-scalguistic analysis, and in Section 4 we address the
second challenge: how Infocious leverages this analydiesd benefit the user. We should stress that our focus of
linguistic analysis is placed more on thententof Web documents and less on the queries. This is because most
gueries are too short to provide a meaningful context foalé disambiguation. Instead, ambiguities in the query
terms are resolved through examining tbsults of queriesa process described in Section 4.6.1 and is experimentally
studied in Section 5.3.

3.1 Part-of-speech Tagging
We treat POS tagging as a probabilistic classification tiaesk,

T = Tyest(S) = arg maxp P(T)S),

whereS is the input sentence, afdis the set of POS tags assigned to each word of the sentertbés farmulation,
the POS assignment for each warg in the sentence is treated as a random varidbleEach variable can take
on the valued1,...,|N|}, where|N| is the number of different POS tags. Therefore, the task gdetermine the
instantiations of” such thatP(7'|.S) is maximized.

POS tagging is one of the best studied problems in NLP anddsaaie where great advances in providing accurate
solutions have been made over the years (e.g., [7], [43][481). In Infocious, POS tagging is the first step in the
linguistic analysis of every Web page. Our state-of-thestatistical POS tagger was implemented with efficiency
and robustness in mind [8] such that it operates at crawlyggd. In particular, a pre-compiled dictionary is used
to improve efficiency. If a word does not appear in the dicignwe calculate its POS tags based on its prefix or
suffix. The Viterbi algorithm [52] is used to determine theshprobable tag assignments across a sentence, and this
probability is recorded for each sentence in every Web page.

By assigning POS tags for each keyword in the Web pages timatekes, Infocious can offer its users the choice
between different word classes (houns, verbs, and adpsytdf their ambiguous query words. An example comparison
of the search results ftwouse plantss shown in Figure 1, with and without distinguishing the Pi@She wordhouse
On the left side of the figure, results that masaty POS for the word$iouse plantare returned, while on the right
side of the figure, the user can restrict the wbadiseto be only verb by prepending thé directive before it. This
directive is a shortcut for experienced users, since kngwimd specifying the POS tag for a query keyword may be
burdensome for the average user. Because of this reasonida$ provides illustrative textual prompts to let therase
select the POS tag of interest via hyperlinks, as we will sho§ections 4.6.1 and 4.7.

3.2 Phrase Identification

Infocious performs phrase identification (also called ¢ in the NLP literature) right after POS tagging. Our
statistical chunker also treats this task as a probakiltdtissification problem, i.e., it assigns a phrase tag feryev
word (e.g. whether a word is the start of a noun phrase or tdeoéa verb phrase), so that the overall probability
is maximized across the sentence. For each sentence, thimmeiprobability is combined with the one from POS
tagging to reflect the confidence of both disambiguation ggses. For an introduction and additional details on
chunking and POS tagging, please see [8] and [50].

Based on the chunker’s outputs, we extract what we refer toameepts” by combining phrases via a set of rules,
such as noun-preposition-noun phrases (&lgited States of Amerigaverb-noun phrases, (e.fpuild relationship},
and verb-preposition-noun phrases (etgssed with salad dressihgThese rules can be specified either manually or
can be automatically extracted from annotated collectafnext.

We refer to these constructs as concepts because the parasesluced to their main components only, i.e., they
are stripped of any intervening modifiers or quantifiers lséheir part-of-speech. For example, the set of phrases



Coral Springs Restaurant Reviews
served over Romaine lettuce atabsed with a Sesame Teriyaki Dresst

ing. Thisis a fine...

coralsprings.com/dining/metropolitan.htm

Moab Brewery - Fine Dining And Beers in Moab Utah
roma tomatoes, black olives & croutotessed with our special Caesar

Dressing... black olives, fresh parmesan & croutdnssed with our special

Caesar Dressing..

www.themoabbrewery.com/menu.htm

pinocchio’s

It was tossed with a tasty, homemade dijon vinaigrette dressingWe
also...
www.jour.unr.edu/outpost/Dining/Reviews/din.gosemgchio.html

Figure 2: Sample search results from Infocious for the cptiossed with dressing

lightly tossed with oil and vinegar dressirig reduced to thétossed with dressing’concept. Similarly, the set of
phrasesossed immediately with blue-cheese dressngpnverted to the same concept. Therefore, a user would be
able to find all documents describing the concepttofsed salads’ irrespective of the dressing used. A sample of
Infocious’ search results for this concept is shown in Fégait

In effect, this concept extraction process compresses @angexat into a list of linguistically sound units. This list
of concepts is created for every Web page and is used in tws.weiyst, it is usedxternallyas a search aid for the
users. We will show how the extracted concepts blend withdioius’ user interface in Section 4.7. Second, the list of
concepts is usenhternally to improve the accuracy of determining the topic of a Web pawpbto detect pages with
very similar (or identical) content.

3.3 Named Entity Recognition

Based on the phrases extracted by the chunker, NER is laagassification task of labeling the noun phrases in a
document. This task is again modeled as a statistical tgggimblem, calculatind®(E|p), whereE is the entity tag
given a phrase. A gazette, which is an entity dictionary that maps a phrases entity typeF, is compiled from the
Web and is used to simplify the NER task. For each proper nadmaun phrase in a document, the NER classifier
computes the probability of the phrase belonging to anyetyie. Finally, the type with the maximum probability
P(E = e|p) is chosen as the correct named entity tag.

3.4 Word Sense Disambiguation and Page Classification

We experimented with a statistical WSD model with statehef-art accuracy rates. While our model is sufficiently
efficient for Web-scale disambiguation, there were two [moils that we encountered: the accuracy of determining
the correct sense of a word and the presentation of a wortfieretit meanings to the user. Although our model’'s
accuracy [9] is comparable to the current best, this acgummains relatively low compared to other NLP tasks.
Additionally, in the hypothetical case that one could perfoNVSD correctly, there is still the challenge of how to
engage users into specifying which sense they are interest®ur feeling is that users would not be inclined to read
a list of definitions before choosing the desired sense fdn eétheir ambiguous query words. Due to these two issues,
we decided to put WSD on hold for the moment. Instead, we opiedr intermediate solution for distinguishing
between keyword senses through the use of automatic tegaréation.

We use classification as a way to organize results and hideotihlexities involved with various linguistic am-
biguities. That is, instead of prompting the user with adistiefinitions, Infocious simply organizes the results into

4Concept-based searching in Infocious is not identicaladitional phrase searching. Concept-based searchingigngel to help the user
better organize and navigate search results via our uggfane, which is described in Section 4.7. The results shiowigure 2 can be reproduced
via the following URL:ht t p: / / sear ch. i nf oci ous. conf q?s=%%0t ossed+ w t h+dr essi ng¥%0&c0=cab81178c



categories. Therefore, in the example case ofagaar query, pages about Jaguar cars would fall undeAttemo-
bile category, whereas pages about the software would be urel€othputerscategory. The users can then choose
one of these categories to narrow their search.

This feature is made possible by classifying every pageimitifocious’ index into categories prior to querying.
To train our classifier, we have used the category hieranadg the DMOZ directory [17], along with the documents
organized into each of the categories. The classificatioogss is described in more detail in Section 5.

3.5 Parsing

From our prior experience with statistical, lexicalizedqms, we believe that full sentential parsing remains too
expensive for Web-scale deployment. Having a complexit6t?® - |G|), wheren is the number of words in a
sentence an{l7| is the number of rules in a gramntagne can see that for sentences of non-trivial length, pgrsin
can be quite expensive. While parsing can provide usefutimétion to improve ranking of results, we believe that
at present the computational cost does not justify the ksnéfurthermore, parsing also presents the issue of user
interface, in that in order to tap into the preciseness ofcbéag parsed data, users may have to master a query
language. These are interesting challenges we wish to sglofréhe near future.

3.6 Calculating Text Quality

As Infocious processes the text probabilistically, theultasg probabilities are combined and saved for each serten
These probabilities are then factored into an overall stmr¢he entire document, which we refer to as the textual
quality (orTextQuality of the page. This probability is used during ranking to pot&pages with high-quality textual
content, as well as during indexing to weigh the relativeanignce of anchor texts.

In Figure 3 we illustrate the influence of our TextQuality m@@ on the ranking of search results based on the
textual portion of the documents. On the left of Figure 3 wavsthe results for the quetyritney spearavithout the
TextQuality metric. As seen from the summaries around thesdts, these pages are mainly composed of secondary
phrases containing popular keywords. On the right of Figuvee show the results for the same query (iogithey
spear3 but we factor the TextQuality metric into the ranking. Insticase, the results presented are considered to
contain more coherent text which we believe the users wonitirfiore informative and useful.

4 The Architecture of the Infocious Search Engine

We now describe the overall architecture of Infocious ana bor linguistic analysis is used throughout the system to
improve Web searching. An overview of Infocious’ main mastuéind their interaction is shown on Figure 4.

4.1 Crawling the Web

The crawler is the part of a search engine that handles thetastrieving pages from the Web and storing them locally
for processing. Our distributed crawler behaves like otipical crawlers in the sense that it discovers and follows
the links inside a Web page in order to download other Webgddewever, we have extended our crawler according
to recent research results such that it can provide us witash fsubset of the Web with a minimal overhead [14], as
well as retrieve pages from the so-called Hidden Web [41pwling is a broad topic and readers interested in the
topic please referto [11, 12, 13].
Once the crawler downloads a page from the Web it performdadgks. First it extracts all the links from the page

and sends them to the link database, described next. Sethadds the page off to the linguistic analysis component.

4.2 Linguistic Processing

This module performs the linguistic analysis that we désatiin Section 3 for every page that the crawler downloads.
More specifically, every page that is downloaded and serttitonhodule, is first stripped from the HTML markup
and then its content is POS-tagged. Once the content of theipaannotated with the POS tags we perform phrase

5A grammar is a set of rules describing the legal construct ok#rgences in a given language. One example rule for Engligtais/erbs
follow subjects.



Is Britney Spearsover the edge?

Brithey SpearsPictures -britney spearspictures,... Is Britney Spearsover the Edge?..Britney Spears
picture of britney spears, hot pictures ofbritney is a singer....

spears.. azwestern.edu/modetang/esl/cjones/mag/spring2004/

britney-spears-pictures.hotyoungstars.com/nude/ britney.htm

Britney SpearsBreasts britney spearsbreasts, pics... Best Pictures OBritney Spears+ wallpapers, facts and |..
breast implant, pictures dfrithey spears breasts, Britney Spears comes to us from..Britney was a

britney ... performer since a...

britney-spears-breasts.hotyoungstars.com/nude/itiex|  keanu-reeves.best-pictures.com/spears/britney.html

Britney SpearsPhotos -britney spearsphotos,... IMPERSONATORS BRITNEY SPEARS

spears, britney spearswude photos, nude photos of.. Is Proud To Present! Contact: Gary Shortall Back. |
britney-spears-photos.hotyoungstars.com/nude/ www.impersonators.com/brittany/brit.htm
Hot Britney SpearsPics - hotbritney spearspics,... Britney Spears’ Coke Habit

britney spears new hot pics obritney spears... Britney Spears’ Coke Habit Destroys Her...
hot-britney-spears-pics.hotyoungstars.com/nude/ www.emptyv.org/britnegpears.htm

Figure 3: Sample search results for the quiergney spearscomparing Infocious’ relevance rankingthout our
TextQuality measure on the left and the ranking wheniitédudedon the right.
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Figure 4: The architecture of Infocious.

identification and named entity recognition. Finally, weake any ambiguous words in the page and we attempt
to identify the topic of the page’s content through the usea afassifier, which we will describe in more detail in
Section 5.

We have developed the linguistic analysis module in suchyaseaas to keep pace with the crawling speed. This
module, the heart of Infocious, resolves language amlggiappends the linguistic information to the content of a
Web page, and sends documents to other modules for progessin



4.3 The Link Database

The link database performs two functions. First it manabegask of assigning a globally unique ID for every link
that the crawler has identified. The second functionalitg istore various static properties of the URLSs that Infosiou
is aware of. Such information includes the number of incantinks to a Web page, the number of outgoing links, a
content signature, a concept list signature, and the gualihe text described earlier. This information is usedrtyr
the ranking of results, as well as for rescheduling crawls.

4.4 |Inverted Indexes

An inverted index is a typical data structure used for reinig documents that are relevant to one or more particular
keywords. Given a collection of Web pages, the invertedxinslessentially a set of lists (called inverted lists), oore f
each terrfi found in the collection. For every term, a record (also chleposting) is maintained at its corresponding
list. Every posting stores the document ID that containsréiquéar term. Additionally, every posting contains the
number of occurrences of the term in the document, alonganpist of positional information of the term.

Along with every positional record, we maintain informatioegarding the formatting of a term (i.e., whether
the term should be rendered in bold, what is the font sizecther, etc.) Furthermore, the index stores functional
attributes such as whether the term appears in the URL ofdbendent, whether it appears in the title, etc.

Finally, for every term occurrence in a document we storbérimdex any associated NLP annotations as identified
by the linguistic analysis component. This records any guoibies resolved by the linguistic analysis module, such
as whether a term is used as a noun or a verb. This enablesousdo return only the documents with the correct
meaning to the user.

4.5 Page Summaries

This module stores and retrieves the NLP-annotated verditine Web pages that Infocious indexes. The module
takes as input the data from the linguistic processing nesdahd stores the pages along with the annotation of their
content in a compressed format. Upon returning a documeatsasrch result, the document’s content is retrieved
from this module. After that, the query keywords are ideadifivithin the retrieved text in order to display a short
context (typically in the order of 5-10 words) around the ryugords.

Additionally, this module stores and retrieves the listaficepts extracted by the NLP module for every document.
These concepts are used as navigational aids for users|lasvi@ improving text categorization, described later.

4.6 Answering a Query

Infocious supports the standard keyword searching, prseagching, as well as searching based on the concepts
described earlier. Furthermore, a mixture of keywordsagés, concepts, and categories is supported, including the
ability to exclude concepts or categories deemed undésilabthe users. For example, a user searchingafguar

the animal can either select tla@imalscategory, or choose to exclude tBemputercategory instead. In addition,
the user can specify the part-of-speech tag for any quenywde;, For example, the quely:house plantsill only
match documents where the wdrduseis used as a verb. On the other hand the gidhouse plantwill retrieve
documents wherkouses used as a houn. We should note that the default query seesmanbur search engine is the
ANDing of the keywords. That is, similarly to other Web sdaengines, we return documents which must contain all
of the keywords that the user specified.

Given a list of documents that contain the user’s keywordbkary additional directives (e.g., exclusion or POS
tags), Infocious ranks and sorts the result list so that thetmelevant documents are displayed first. Ranking is
probably the single most important component of a searcimerggnd can be considered as one of the most challenging.
It is also an ongoing process that needs to be constantld tume tailored to the dynamic nature of the Web.

Within Infocious we take a variety of factors into accountrfanking the results. Such factors include the frequency
of the keyword in a document, whether the keyword appeansarURL of a page, whether it appears in the title of
the page, its relative font size to the rest of the documeaot, \We also incorporate link-based properties of the Web

6Term is used loosely in this context. It can refer to eitheingle word, a phrase or a concept. In its inverted indexdegclaus keeps all three
kinds of terms.
"Phrase searching consists of keywords surrounded by qantethey are to be matched in-order and next to each othenwveitt\ieb page.



pages. More specifically, within Infocious , pages whichtaghly linked are in general considered more important
than pages with fewer incoming links.

In addition to the above, we leverage our NLP technology iats&mpt to return more relevant pages to the user.
More specifically, our ranking algorithm uses the resubtsfPOS-tagging, word sense disambiguation, classification
etc., so that when a page is composed of well-written textaatent, it will be promoted, while the opposite will
happen for a page with poor textual content.

The process of ranking results is summarized as follows:

1. Step 1.Retrieve a list of document IDs that satisfies the user query the inverted index.

2. Step 2. For each document ID, retrieve its document attribute &luem the Link Database, such as its
TextQuality and crawl date.

3. Step 3.Normalize the values for each attribute across all resudtideents.

4. Step 4. Compute an overall score for each document based on a lioeabication of normalized attribute
values with its associated weight.

5. Step 5. Sort based on the overall score, retrieve the document seyrfiorathe top-N documents, and format
the results for display to the user.

4.6.1 Automatic Query Disambiguation

We also utilize the NLP annotation stored in our index to @erfa form of automatic query disambiguation, which
is then used to dynamically rank documents according the fikety meaning of a keyword for which the user is
querying.

Instead of performing linguistic analysis on the queryngtsi, which are usually too short to establish a reliable
context, we instead use the result documents themselves.is[tby gathering statistics on how the query terms are
used in context within complete documents, Infocious caambiguate the query terms based on how people use
these query words within the same context.

For example, we can establish that in a majority of documehisre the wordsrain andenginesare discussed,
train is most often used as a noun. We then rank the results bas@isandaning of the query word, i.e., promoting
documents with the noun usagetadin. The same principal applies for the opposite case, suchr dlsd@uerytrain
pets where the verb sense would more likely be used.

Taking this example a step further, consider a more ambgggaerytrain chiefsor a seemingly non-sense query
train grass In these cases, there might not be enough evidence in themdmts as to decide which of the two senses
the wordtrain refers to. In such cases Infocious does not assume a partioganing. Instead, it presents the user
with intuitive examples of different usages so he or she teose the desired meaning.

We conjecture that our method of query disambiguation isemeliable because it draws upon the great number
of instances of Web documents where the query words are nsamhtext. On the other hand, directly performing
disambiguation on the user’s query cannot be as reliabledime context that the user provides is typically very
limited. Note that our method of disambiguation comes iyefanl free because the NLP analysis is performed and
stored in the index ahead of querying. We experimentallghstjuery disambiguation in Section 5.3.

4.7 User Interface

When Infocious presents the results to the user, we agaimtaur NLP technology to further help users navigate
and manage search results. An example of our user intedasigoivn in Figure 5 for the quefgsson plans This

is how the search results are presented to the user (alorgtiter), plus any additional search and navigational aids
designed to help users in their search quests. We brieflyidesgach of these aid®:

¢ Infocious presents, right above and below the search setifjure 5-1), the categories that the current search
results fall into. In our particular case for the quégson plansthese categories includglucation/Educators
Education/K through 12etc. By hovering over these categories the user can sealitime what category each

8For more detailed information on the Infocious’ user integfgulease visiht t p: / / cor p. i nf oci ous. com t ech_over vi ew. php.
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Figure 5: The Infocious user interface for the qu@gson plans Each section of the interface is zoomed in and
numbered: (1) Categories of the results, (2) Disambignasiaggestion, (3) Key Phrases, (4) Related Topics, (5)

Suggestions, (6) Personalization.

of the results falls into. At the same time, by hovering ovee oesult, its respective categories are highlighted

in order to give the user an idea of the topic of every relult.

¢ In this example, the worglansis ambiguous and can be a verb or a houn. Because for this Qo#rynean-

ings ofplansare deemed as probable, Infocious provides the users wikh 10 more precisely specify which

meaning ofplansthey are interested in. This is shown on Figure 5-2.

e On the left side of the search results (Figure 5-3), the uaerfind the “Key Phrases” list. This list presents
the concepts culled from the Web pages during the NLP stalge."Rey Phrases” is similar to an index at the
end of a book, listing the important concepts along withrttaation in the text. This list provides users with a
quick overview of the important concepts within search lissand gives them context in advance about these

results before having to visit them.

9The reader may vishit t p: / / sear ch. i nf oci ous. conf q?s=| esson+pl ans&l Sbt n=I nf oci ous+Sear ch to see this interactive

feature.
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Figure 6: The personalization user interface. The userifspathat is very interested in tHdomecategory and cares
very little aboutComputers

e Above the search results, there is a list of “Related TopiEgjure 5-4), which is compiled during the concept
extraction phase. This list is provided to help the user edpheir search in case they are unfamiliar with the
topic they are researching on. For this example Infocioggests concepts such eallection of lesson plans
or series of lesson plan3he user may examine more related topics (el@ssroom activitiesr social studiel
by clicking on the[show more]link. We have found this feature to be particularly usefulewtihe user wants
to explore some generic area of interest sucfuazsy logi¢information retrieva) data mining etc.

¢ Right below the search results there exists a “SuggestiistgFigure 5-5). This particular list contains sug-
gestions of longer queries that, when employed, would mia&estirrent search more specific. For the current
example, Infocious suggests queries suckamaple lesson plarenddaily lesson planswhich will help the
users further hone their original search.

¢ Finally, because Infocious classifies every Web page intmgesies, it is capable of offering the users the ability
to personalize their search results and tailor them to thaiticular interest. Right next to the search box
(Figure 5-6) the user can enable or disable personalizationexample, the user might be an avid connoisseur
of arts and may not be interested at all in sports. By usinggm&lization, users can restrict the results to be
within the categories that are of interest to them. This isedilirough an intuitive interface, shown in Figure 6
where the user can specify the level of interest for eacltgoaye

We have presented the major features of Infocious and hoyvate utilized in an attempt to provide the users
with a better, and easier experience in finding what they@okihg for. As one can see, most of these features are
either enabled by (“Key Phrases”, and “Do You Mean”), maditeh€“Related Topics” and “Suggestions”), or made
more accurate (Categories and Personalization) becausar MLP technology. We further support this claim by
demonstrating the benefits of NLP analysis in improving tt®isacy of two classification tasks in the next sections.

5 Experimental Evaluation

Ideally, the best way to evaluate the effectiveness of thguistic analysis techniques employed by Infocious is to
measure how much it helps users in finding what they want imtimgnum amount of time. Measuring this overall
improvement, however, requires a large user base and exerser survey, which is difficult for us given our limited
resources. Given the difficulty of such evaluation, in tlest®n we present a preliminary experimental evaluation of
the individual linguistic components within Infocious. 8ection 5.1, we first evaluate the accuracy of our part-of-
speech tagging and phrase-identification modules. In &@ebtR, we evaluate the accuracy improvement in the page



Model Known Word | Unknown Word | Overall
JMX [43] 97.3% 88.3% | 96.7%
Infocious 97.8% 92.3% | 97.4%

Table 1: Comparison of POS tagging accuracy between Infietend Ratnaparkhi's IMX tagger.

Precision| Recall | Fs—1 | Techniques
Infocious 92.74% | 92.86% | 92.80 | Maximum Entropy models
Kudoh et al.[29] 93.45% | 93.51% | 93.48 | SVM + model combination
van Halteren et al.[51] 93.13% | 93.51% | 93.32 | WPDV + model combination + post
error correction
Li et al.[31] 93.41% | 92.64% | 93.02 | SNoW + CSCL
Sang et al.[49] 94.04% | 91.00% | 92.50 | MBL + model combination

Table 2: Accuracy results of chunkers trained and testett@CbNLL-2000 data.

categorization when we use the results from NLP analysimduhe categorization task. Finally in Section 5.3, we
evaluate the effectiveness of our query categorizationuteod

5.1 Evaluation of the Linguistic Analysis Component

The linguistic analysis components used within the Infasisearch engine were evaluated using established bench-
marks commonly employed by researchers in the field of coatioumal linguistics.

In the experimental evaluation that we present in this saatie used a corpus where the documents contained in
it have been manually annotated with the associated litigiisormation, such as a word’s part of speech, a phrase’s
boundaries and its type, a word’s sense, and a sentencé&ctgrparse tree. Given such an annotated corpus, it is
divided into pairs of non-overlapping training and evailoiatsets. For every pair, the training set was used to train a
NLP model (such as POS, word sense disambiguation etc.e @aioed, it is tested on the evaluation set of the pair
to determine its accuracy. The accuracy of every NLP taskdeesl with standardized metrics, such as precision and
recall, using the annotated data as the gold standard.

For the purpose of training and evaluation of the Infociou$®Nmodels, we employed two corpora which are
widely used as benchmarks in the NLP field: the Penn Treel2dik\vhich contains full syntactical parse trees for
each sentence in the corpus, and SemCor [37], which prothd@ea/ordNet sense for every word within the corpus.

5.1.1 Part-of-speech Tagging

For the evaluation of part-of-speech tagging accuracyjaex1-19 of the Wall Street Journal portion of the Penn
Treebank were used for training, and sections 20-22 fontpstThis is an established procedure and thus we can
directly compare to the precision of other POS tagging @gms. In Table 1 we compare Infocious’ tagger results to
Ratnaparkhi’s tagger [43], which is still considered to be of the most accurate taggers. For additional experirhenta
details and comparisons to other POS taggers, please s&hggjter 3.

5.1.2 Phrase Identification

For the phrase identificatiéhtask, we used the evaluation procedure that was developpdra®f the CoNLL-
2000 workshop [50]. We compared our method to several otlogiets that followed the same evaluation procedure.
More specifically, we evaluated Infocious’ phrase iderdifizn against other single-model phrase identifiers and we
present the results in Table 2. It is worth noting that the tragsurate models employ ensemble of a large number
of classifiers, optimizing for accuracy at the cost of efficie and scalability, making the approach less desirable for
Web-scale processing.

1%phrase identification is also referred to as “chunking” im NLP research field.



5.2 Evaluation of Automatic Categorization of Web Pages

To better address the word-sense disambiguation problempbour goals is to automatically classify every Web
document into a pre-defined category hierarchy such as th®@DMirectory as accurately as possible. In doing so,
Infocious enables users to narrow their search to a paatitapic, or to personalize the ranking of search results to
better match their interests.

What Infocious has in addition to other text classificatiorthmds is its large repository of NLP annotated Web
pages. In this section, we illustrate through a classificaxperiment that the additional information that NLP
provides can actually improve classification accuracy hrdefore can help Infocious to better organize searchteesul

The text classification problem can be stated simply asvi@giogiven an input document, find the class: it
belongs to. A probabilistic formulation of the problem can tvax.cc P(c|d). However, because DMOZ has close to
600, 000 categories (i.e]| =~ 600, 000), Infocious uses a hierarchical algorithm that employdfawint classifier for
every parent node in the DMOZ hierarchy. In this section, @mort our experimental results on classifying Web pages
into one of the top-level categories of DMOZ, since the rssoih the top-level classification accuracy is sufficient in
bringing out the influence of NLP annotations on classifaraticcuracy.

5.2.1 Experimental Setup

In order to measure our classification accuracy we need astated collection of Web pages. For the purpose of this
experiment, we examined the crawled pages within the lofeciepository and we determined which ones of them
were also present within the DMOZ directory. For every suatb\WWage, we generated its NLP-annotated version.
This data is used as our training corpus to evaluate clastificaccuracy, i.e., to reproduce the classification dgne b
the DMOZ volunteers given a new Web document.

We should note that in the DMOZ directory there are 17 toglleategories. Since DMOZ is organized hierarchi-
cally, we not only include documents listed within each teyel category, but also pages from all of its sub-categorie
Overall we identified 981,890 pages that we used for our etigln. Table 3 shows the top-level categories along with
the number of documents within each of the categories.

For each document, our preprocessor first discards all ftimgaelements, tokenizes the document, and detects
sentence boundaries. The NLP module then performs POStaggid phrase detection, and appends the tagging to
each word. Lastly, concepts for each document are extrastetbd based on thdifidf values [44, 45], and the top
50 concepts are added to the documents. The number is ratipétical as we have found that adding 50 concepts
generally produces the best results.

For each experiment we performed 10-fold cross-validatipgenerate the accuracy rates, with 90/10 split of
training and testing data. For classification, all tokersa@mverted to lower case and words that occur less than five
times are replaced with the “unknown” token which is not usette final classification. We have empirically found
that by removing words occurring less than five times we atéaoning the classification accuracy of our algorithms
and, at the same time, we are reducing the vector dimensamoti classifiers have to work with.

For our experiment here, we chose the Naive Bayes classif8érofecause of its efficiency, important for Web
scale processing, and for its accuracy. We compared NaiyesB@ maximum entropy, expectation maximization,
and tfidf on a subset of our collection and Naive Bayes waseitbmparable to or more accurate than the other
classifiers:* We have also found that Support Vector Machines [15], wedivikm for their classification accuracy, are
too computationally expensive for our task.

5.2.2 Results

We trained four classifiers with increasing amount of NLPatations: (1) words only (i.e., no NLP information), (2)
words plus POS tagging, (3) words plus extracted concepts(4) words plus POS tagging and extracted concepts.
The first classifier serves as our baseline since it does hobreany NLP information. Classifiers (2) and (3)
add partial linguistic information and their purpose is trtnstrate how much each of the POS-tags and extracted
concepts may improve accuracy when used in isolation. Tielassifier combines both additional annotations.

The overall accuracy results are shown in Table 4. In thiketabe “Accuracy” column shows the fraction of all
the pages that were classified correctly from the respectassifier. In Table 5 we present the accuracy rates for

11we plan to report on a detailed study comparing the performahdiferent classifiers in future work.



Category | Number of document$ Avg # of sentences

Arts 48,568 88
Business 93,936 71
Computers 43,293 104
Games 8,499 92
Health 18,759 115
Home 6,031 116
News 2,859 151
Recreation 23,239 95
Reference 15,204 146
Regional 258,543 75
Science 23,029 136
Shopping 43,284 83
Society 52,178 114
Sports 23,223 94
World 308,975 49
Adult 8,969 69
Kids and Teeng 3,301 86
] Total \ 981,890\ \

Table 3: Statistics on the collection of Web pages used falueting classification accuracy.

| Classifier | Accuracy | stdev |
(1) words only 64.9% | 0.03%
(2) words plus POS tags 66.1% | 0.03%
(3) words plus extracted concepts 66.3% | 0.04%
(4) words plus POS and extracted concepts67.6% | 0.04%

Table 4: Accuracy results from four classifiers trained oryiwey amounts of NLP annotations. All accuracy im-
provements are less th&inl % likely to be due to statistical variations according to thest statistical significance
test [53].

each individual category for the baseline Classifier 1 aras€ifier 4, which uses POS tags along with the extracted
concepts.

5.2.3 Discussion

The overall accuracy results show that POS tags and exdracteepts individually improved classification accuracy,
and by combining both the accuracy improved by 2.7%, i.e..observed a 7.7% reduction in error rate. While
this improvement is modest, we demonstrated that NLP ationgado provide valuable context for improving text
classification accuracy.

In order to ensure that our observed classification accusaogt due to statistical variation we have performed
the t-test statistical significance test [53]. The test sfwbthat the accuracy numbers reported in Table 4 are less than
0.1% likely to be due to statistical variation.

Table 5 shows the accuracy rates of each top-level DMOZ oagedhe most accurate categoryWorld, which
benefits from the English/non-English distinction. The stas Kids and Teensa relatively recent addition to DMOZ
that has a limited number of documents. When comparing bet@ésessifier 1 and 4, one can see a uniform improve-
ment of classification accuracy, with tAets category benefiting from NLP annotations the most. One diaes the
categoryNewswhich seems to have a modest improvement due to the factiikas & very broad category containing
a large number of specialized sub-topics.

While these accuracy rates leave room for improvement, itaglwmentioning that the baseline accuracy is



Category | Classifier 1| Classifier 4] % Accuracy Increase

Arts 52.01% 59.59% 14.57%
Business 56.65% 60.58% 6.93%
Computers 58.14% 61.03% 4.97%
Games 61.92% 62.54% 1.00%
Health 62.10% 67.23% 8.26%
Home 32.24% 35.88% 11.29%
News 46.35% 46.74% 0.84%
Recreation 46.75% 51.57% 10.31%
Reference 60.75% 65.52% 7.85%
Regional 51.16% 52.64% 2.89%
Science 39.89% 45.64% 14.41%
Shopping 58.79% 64.00% 8.86%
Society 45.14% 51.20% 13.42%
Sports 64.38% 69.80% 8.41%
World 91.37% 92.24% 0.95%
Adult 62.44% 63.27% 1.32%
Kids and Teeng 11.40% 13.86% 21.57%

Table 5: Comparison of average accuracy rates and redsdtioarror rates between individual categories for the
classifiers without (Classifier 1) and with NLP annotatioG$aésifier 4). All accuracy improvements are less than
0.1% likely to be due to statistical variations according to thedt statistical significance test [53].

comparable to other large-scale text classification ssudith a complete set of categories [10, 22, 30, 39].

Inside Infocious, we store both the classification outcoares their corresponding probabilities in our indexes.
Upon ranking of results, pages with higher classificationfickence are prioritized over more ambiguous pages, thus
reducing the likelihood of erroneous categorization appgaarly in the results. This is done in the hope of presenti
the users with results that are more relevant to their gsierie

We now turn to studying the problem of disambiguating thesispieries.

5.3 Evaluation of Automatic Query Disambiguation

As we discussed in Section 4.6.1 we leverage the linguisfizination stored in our index to perform automatic query
disambiguation. The results of the query disambiguationteaused in a variety of ways: e.g to deduce the user’s
intention in finding information or to rank documents basadte most likely meanings of the keywords in the user’s
query.

Within Infocious, instead of performing linguistic analy®n the query strings which are typically very short, we
use the result documents themselves. That is, we collgdtita on how the query terms are used in-context within
complete documents and then we disambiguate the query teasexl on how the query words are used within the
same context. In this section we experimentally study tlei@cy of our query disambiguation.

5.3.1 Experimental Setup

In order to study the accuracy of our query disambiguatioa,used a query set of 800 queries, manually tagged
by three human experts. This query set is the one used in teatr&DD Cup 2005 competitiotf. Every query is
manually annotated with up to 5 categories from a pre-defsetdf 67 categories.

Given this set of queries along with their categories, ol goto use Infocious to correctly predict the categories.
For this task, we operated as follows:

1. Step 1.Retrieve one query from the test file.

12The data can be downloaded froht:t p: / / www. acm or g/ si gs/ si gkdd/ kdd2005/ kddcup. ht mi .



2. Step 2. Send the query to Infocious and identify the categoriestertop4 results. In the results that we
report here KX was set ta 000.

3. Step 3. Compile a list of attributes for every category that was tdead from the previous step. In partic-
ular, along with every category label, Infocious provideswith a number showing how many of thé00
returned documents belong to that category, and a floatimj pomber reflecting the average probability that
those documents belong to the given category. That is, eaegory from Infocious is represented as a tuple
(Category-name, Number-of-docs, Average-probabilityje highest théverage-probabilitythe more certain
we are that the documents within this category are clasgifiegbctly. This step is described in more detail in
Section 5.3.2.

4. Step 4. Since Infocious uses the DMOZ hierarchy, tBategory-namehat Infocious generates through the
previous step is one of DMOZ's. However, in the KDD Cup datdkere are 67 predefined categories that
are not necessarily identical to DMOZ. For this reason weeggied a mapping from the DMOZ categories to
the ones provided by the KDD Cup. Thus, as Infocious retudi2 categories for a query, this mapping is
used to generate the KDD Cup categories, which are eveptaalked based on a number of factors as we will
describe in more detail in Section 5.3.3.

5. Step 5.Print out the top-N KDD Cup categories that were identifiexirfrthe previous step.

6. Step 6.If the test file has more queries repeat from Step 1.

In the above algorithm the most crucial steps for the peréoree of our method are 4 and 5. In the next sections
we describe these steps in more detail.

5.3.2 Answering Queries through Infocious

For the task of retrieving the categories for a query, we @sethternally developed API that would return only the
categories. This was done for efficiency and simplicity, szt tve can avoid parsing the HTML output of the Web
interface. Since the Infocious’ Web page classifier workdbpbilistically, it returns not only the number of docuneent
assigned to a category, but also the average probabilityesetdocuments assigned to that category. For example, for
the categoryHardware/Componentdnfocious returned the tupl@Hardware/Componentg58, 0.74), which means

that this particular category contained 358 documents btiten1000 results that we retrieved, and that the average
probability of these358 results belong to thélardware/Componentsategory is0.74. Note that within Infocious,
documents can be categorized in more than one categorighermafiore the sum of thidumber-of-docgan be more
than1000. These tuples, one for each category, are used to rank thediegories, described next.

5.3.3 Mapping and Ranking of Categories

As we have already discussed, the categories that Infooioymits are the ones from the Open Directory Project. In
order to convert them to the KDD Cup categories, we have oartsd a mapping between the two sets of categories.
The mapping was constructed manually and a sample is shovable 6. The first column shows the DMOZ category
and the remaining columns show the KDD Cup categories tima&fts to.

Since no example documents were provided to help us assesatilre of each KDD Cup category, our mapping
is mainly based on the similarity of the names between theswis of categories. In order to have as complete of
a mapping as possible we assigned up to three KDD Cup catsgimi each DMOZ category. Additionally, we
considered up to two levels of the DMOZ categories in our nragppShould Infocious return a third-level DMOZ
category we would use only the first two levels for the mapping

With the DMOZ categories to the KDD Cup mapping in place, wentleonvert the tuples replacing the DMOZ
Category-namevith the mapped one, while maintaining tNem-of-doc&ndAverage-probabilitcomponents. Since
we used a one-to-many mapping, the final set of categorie¢svihhave may contain one or more categories multiple
times.

If we assume that a KDD Cup categaty hask tuples after the mapping, we use the following ranking fiorct
in order to identify the most important categories:



DMOZ Category KDD Category 1 KDD Category 2 KDD Category 3
News/Magazines and E-zines Living Book & Magazine Information References &
Libraries
Shopping/Health Living Health & Fitness
News/Internet Broadcasts Computers Internet & In- Computers Networks & Online Community Chat &
tranet Telecommunication Instant Messaging
Kids and Teens/Arts Living Family & Kids Information Arts & Human-
ities

Table 6: Example of category mapping from DMOZ to KDD Cup

k

Rank(C) Prtraznsample 1 ZNum C’L?] 2 Z Num sz] AngTOb(CZvJ)) (1)
j=1 j=1

In the previous function, the numbers are normalized. Iriteohd

o Priqinsample 1S the probability of categorg’; within the train sample (CategorizedQueries.txt) that yas
vided by the KDD Cup. We made the assumption that the givenitiggsample is representative of the final
test set, therefore we applied a prior probability of theegaties based on their appearances within the training
sample.

e Num/(Cj,7) is the number of documents that exists in Member-of-docsield of tuple;j (out of thek ones)
for the KDD Cup category’;. We favor categories that have more documents assignedra th

e AvgProb(Cj,j) is the average probability that exists in tAeerage-probabilityfield of tuple j (out of thek
ones) for the KDD Cup categony;. We favor categories that have a higher average probabhititywe take
into account the number of documents within the category.

Once we calculate the valieank(C;) for every KDD Cup category we keep the top-5 (since the tgstét contains

up to 5 categories). Within those top-5 we ultimately idgntine minimum#k (1 < k& < 5) that the topk categories
cover 80% of the documents. For example, if we determinetthsed on the rank function we should keep the top-5
categories’;, Cs, C3, Cy andCs and we know tha€; andC, together cover, sag3% of the returned documents, we
will only return C; andCs. Admittedly this final heuristic may introduce some biasha final results. The intuition
behind it however is that it can improve recall accuracygebasn the fact that we will essentially discard categories
which are not covering a significant fraction of the returdeduments, even though they managed to be in the final
top-5.

5.3.4 Results

In order to evaluate our results, we compared the categassigined by our algorithm to the manually assigned
categories from the three experts. Each one of the threatexigged all 800 queries with up to 5 out of the 67
pre-defined categories. Here we report our performanceywsandard precision and F1 metrics averaged over the
three data sets from the experts. This is essentially the saetrics used during the KDD Cup competition:

3
1 . . .
Precision = 3 E (Precision against human labeler i) (2)
1=1

3
_1 > (F1 against human labeler i) ©)
3 i=1
Our performance results are shown in Tables 7 and 8. Tablewsstihe precision performance of our algorithm
along with the top-10 precision values that were achievethby37 KDD Cup participants. Overall, we achieved an
average precision &3.9% over the three human labelers and we ranked 7th. Similaalylel8 shows our performance
under the F1 metric. Overall, our algorithm achieved an Haevaf35.7% and we ranked 5th under the F1 metric.
It is worth mentioning that the performance of our query diba@yuation is comparable to the overall performance
achieved by the winners of the KDD Cup with precision4@f3% (Id 37 in Table 7) and F1 o44.4% (Id 22 in



Submission ID | Precision | Rank

25 0.753659 1
33 0.469353 2
8 0.454068 3
37 0.423741 4
22 0.414067 5
21 0.340883 6

Infocious 0.339435 7
10 0.334048 8
13 0.326408 9
35 0.32075 10
16 0.050918| 37

Table 7: The precision performance of our query disambignatigorithm.

Submission ID F1 Rank

22 0.444395 1
37 0.426123 2
8 0.405453 3
35 0.384136 4

Infocious 0.357127 5
10 0.342248 6
21 0.34009 7
14 0.312812 8
3 0.309754 9
9 0.306612| 10
16 0.060285| 37

Table 8: The F1 performance of our query disambiguationrétgu.

Table 8)! The winners of the KDD Cup used a 2-phase ensemble classificat the first phase the queries are sent
to number of search engines from where page categories gedcpatent are retrieved. In the second phase this data
is passed through synonym-based and statistical classifi@rder to produce the final query categofieélthough

the results from all participants reported in Table 8 arapsing one may argue that the values achieved are generally
low for a production search engine since abéff; of the queries will be misclassified. We also believe thatrgue
classification is a promising problem to work on with spaaeifgprovement and deserves further research.

6 Related Work

Some of the earliest research into searching textual irdtam is in the field of information retrieval [5, 54, 45].
Certain approaches proposed by the information retriegll fiave been incorporated into the modern Web search
engines. One promising approach is the so-cddéeht semantic indexin@-SI) [16, 19], which is capable of locat-
ing semantically similar documents in a textual collectidinfortunately, at present LSl is a very computationally
expensive technique to be applied to the scale of the Web.

Web search engines have made significant progress in thiewagears. Arguably the very first search engine on
the Web was the World Wide Web Worm [35]. The paradigm of Wedbrd@ng was followed by a variety of search
engines such as Altavista [2], Lycos [32], Excite [20], dtcthe last few years, an innovative approach to ranking of
the Web pages was introduced by Google [42] and the area ofséfizhing has advanced even further. At present,
besides Google, there is a variety of other popular seargimes (e.g., Yahoo! [55], MSNSearch [38], Teoma [47],

13kDD Cup required that the precision winner to appear in the16 F1 values and this is why Id 25 in Table 7 was not the winkiéz are
currently not aware of this participant’s Id in Table 8 aslvasl| his/her method that achieved this precision.
14The interested reader may find the detailshatt p: / / www. acm or g/ si gs/ si gkdd/ kdd2005/ KddcupO5_Pr esent ati on. zi p



etc.) All of the aforementioned search engines answer thesugueries by performing keyword matching. In our
approach however, we employ linguistic analysis in ordegeba deeper understanding of the textual content in the
hope that this will lead to better search results.

There are also companies such as Autonomy [4], Inquira [Bdight [25] and iPhrase [26] that aim to improve
information retrieval through the use of language analysithough these companies employ some type of linguistic
processing in one form or anoth€rthey mainly focus on enterprise textual collections. Suglections are typi-
cally smaller and more homogeneous than the informatioiiadi@ on the Web. Furthermore, their user base and
information needs are quite different from the general Welutation.

A different approach to combining linguistic analysis witke information on the Web is one that aims at creating
ananswer-enging¢l, 28]. That is, given a user’s query that is given in the farfna question, the engine tries to come
up with a few authoritative answers. Examples of such ancgmbr was the first version of Ask.com [3], the START
answering system at MIT [46], and BrainBoost [6]. Althougitls approaches have potential, we believe that in most
cases full sentential parsing is necessary in order to gecaitruly reliable service. Other issues include infenegci
the need for common-sense knowledge, and identifyingerstlall of which are very tough challenges that remain to
be solved.

7 Conclusions and Future Work

We presented Infocious, a Web search engine that employsiditic analysis techniques and aims at helping users
find information more easily by resolving ambiguities inural language text. In realizing Infocious, we analyzed
current natural language technologies (e.g. POS-taggomy;ept extraction, etc.) for their benefits and trade-affs
applying them to Web-scale information retrieval. Equathportant are the considerations for enabling the user to
exploit the power of these technologies intuitively anchsarently.

We believe that Infocious is a first step in the promising paftinealizing the many benefits NLP can have in
improving information retrieval, one of the most importéagks performed on the Web today. In its first incarnation
described in this paper, Infocious incorporates only a fethe available NLP technologies, with great opportunities
for improvement still left unexplored. Itis this challentat excites and motivates us to further bridge the gap hetwe
NLP research and Web searching. Here are some of the chedlevrgare currently exploring.

Word sense disambiguation: WSD accuracy suffers from the dddraining data. Fortunately, innovative ap-
proaches have been proposed to generate them automatstedly as one based on search engines [36]. Since In-
focious has amassed large amounts of NLP annotated testreource can be used to generate training data for
improving WSD models. With reliable word senses Infocious ralex directly on word meanings, thus enabling
users to search for a specific meaning of polysemous wortl,asliving plantsversusmanufacturing plants

Full sentential parsing: While time complexity still remaian issue for parsing, the questions of how to represent,
index, and query parsed text at the Web scale are largelyhefbiswered. Nevertheless, the potential benefits for
parsing are great, for it can potentially provide for moregse searching, improved text summarization, question
answering, machine translation, and others. Finding tis¢ way to bring these benefits to the end user also poses
many interesting challenges.

Text classification: More studies are needed to compatrerdiit classification algorithms and to better understand
the dynamics of categorization errors. For example, exaugicategorization errors for queries with topical ambigui
i.e., when Infocious’ Categories feature is the most ugdefthe user, may be more important than aiming for absolute
categorization accuracy.

Robustness to disambiguation errors: Even with humansraddanguage disambiguation is not perfect. Hence,
systems that utilize NLP information need to be robust agja@nrors. We have taken initial steps in Infocious by
maintaining probabilities from the NLP disambiguationt more work is needed to study the impact of NLP errors
on search quality, and better ways to cope with them.

Many more possibilities exist for applying our NLP annothatepository to improve other NLP tasks, such as
machine translation, text summarization, and questiowarisg. Additionally, we would like to explore the potersia
of our NLP technologies to better connect businesses witbnpial customers. That is, we plan to investigate how
Infocious can improve the relevance of advertisementautiitwur better understanding of what users are searching
for.

15ynfortunately detailed information on the technology ofsta@ompanies is not publicly available.
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